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Abstract 
 

  We propose a simple rules embedded matrix 

based method to split input sentences into their 

constituents and phrases. Splitting a sentence into 

phrases is a preprocess of machine translation for 

overcoming the problem of handling long sentences 

and improving quality of automatic translation. An 

effort is made to remove or at least minimize the 

problem of recursion that is faced during the process 

of phrase splitting thereby saving a lot of time. The 

system is dynamic in design and theoretically would 

work for any language that has some type of word 

order. However we have tested the system on Pashto 

language and this paper would describe the system in 

the perspective of Pashto language. The system can 

achieve more than 90% results keeping in view the 

Phrase Rules are carefully captured in a table.  

 

1. Introduction 
 

 Sentence splitting and getting constituents is a 

specialized area of chunking. Sentences splitting into 

constituents are an important preprocess in a wide 

variety of NLP disciplines, particularly in machine 

translation and sentence generation. It is not only 

helpful to overcome the problems of complexity faced 

during the analysis of long sentences and improve the 

quality of translation. It can also be used in the 

translation process directly for complete phrases.  This 

work is based on a language neutral approach to split 

sentences and get their constituents.  However this 

research paper would mainly focus on Pashto language. 

This section is dedicated to introduce and to elaborate 

sentence analysis and recursion.   In section-2, related 

work has been discussed. Section-3 is describing some 

challenges associated with Pashto language with the 

particular focus on Unicode for Arabic script. A detail 

discussion has been provided in section-4 about the 

Pashto language syntax rules. Section-5 is about the 

proposed approach to split sentences into their 

constituents.  In the last, summary of the work has been 

shared. 

 

1.1. Constituent Related Sentence Analysis  
 

 A group of words normally functions as a syntactic 

unit/ constituent/phrases in a sentence [1], [2], [3], [4], 

[5]. These groupings often give meaning to a sentence 

and help to identify important information about the 

structure of constituent boundary, linear order and 

syntactic categories [1], [2]. These constituents and 

Phrases can be substituted and replaced, moved in a 

sentence, deleted,  merged and built up by a series of 

merger operations  to form a larger constituent [1], [2], 

[3].  The order of the constituent in a sentence is as 

important in the syntactic study of a sentence as the 

word order [4].  It helps to understand a sentence after 

removing complexities, helps in translating a sentence 

and representing the structure of constituent. To model 

and represent constituent structure, Context Free 

Grammar (CFG) or phrase structure grammar has been 

successfully used for languages such as English [6].  

However, there are many disadvantages in using CFG 

for natural languages such as ambiguity, left-recursion 

and repeated parsing of sub-trees. If a sentence is 

structurally ambiguous, then the grammar assigns to it 

more than one parse tree. It will be difficult to use CFG 

in languages that do not follow strict word order [6].   

 

1.2. Recursion in Syntactic Structure of 

Sentence 
 

 Unlike a chunk, a constituent of a particular 

category   can be embedded inside another constituent 

of the same category, which, in turn, can be embedded 

inside another such constituent. This property or set of 
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properties of a sentence are called recursion [7], [8]. 

Rules that govern these properties are called recursive 

rules [7]. In recursion the categories like NP or VP 

repeat itself on the right side of the arrow when written 

in Context Free Form. For Pashto language some 

examples are given in section 4.4. Usually recursion is 

graphically depicted in a tree form as shown in figure-I 

below. As in the figure-I, given below, when one NP or 

PP has another NP inside it then the first or head NP or 

PP is called a possessor phrase [2]. 

 

Figure I:  Recursion 

Pashto being a mixed word order language would not 

be suitable for processing by CFG because then one 

has to encounter and code a significant number of 

grammatical rules. However some special treatment of 

the same may produce good results. In this paper, CFG 

is used in the form of matrix to overcome the problems 

mentioned above. 

 

2. Related Work 
 

 Sentence splitting or phrasing is usually carried out 

as a preprocess of machine translation to remove 

ambiguity from sentences and sometimes to generate 

sentence [9], [10], [11]. Different researchers have 

proposed different techniques. They are using parsing, 

collecting parts of trees as sentence, POS tagging and 

head verb or nouns to make phrases.   In [10] 

Constraint Synchronous Grammar (CSG) has been used 

for this purpose. To identify NPs, Miorelli [12] 

proposed an ED-CER System for extracting noun 

phrases from Portuguese sentences based on a parser 

and a set of Noun grammar rules  defined by Perini  

[13]. However, this approach needs sentences to be 

manually tagged. Costa [14] used LXGram to describe 

the grammatical properties and the meaning of 

Portuguese NPs.  In [11], a tree based approach is used 

to generate phrases by identifying lexical properties of 

the head verb and the definiteness of arguments and 

their length.  On the other hand, some, authors have 

used statistical approaches as in [15] statistical 

recognition of noun phrases with a chunk tagger is 

used, and it is presented that a part-of-speech tagger 

can be used for phrasing.  

 

3. Challenges in Pashto Language 
 

 Pashto being a low resourced language [16], [17] 

presents many challenges. Some of them are presented 

here.  First of all, a problem with its Unicode block 

would be discussed.  

 

3.1. Unicode Problems of Pashto Language 
 

 While developing the software for the constituent 

splitting, it was needed to match Pashto text with words 

in a lexicon.  During the process it was revealed that a 

word could not be matched in the lexicon despite it is 

there. On further investigation, the authors came to 

know that the characters in the target word, though 

looking similar and same are using different Unicode 

than the word from the corpus. It was found that 

different text editors were using different Unicode from 

the Arabic block of characters, as there are characters 

that look similar but have different Unicode. 

 Pashto script comes under the Arabic block of 

Unicode like many other languages e.g. Urdu, Persian, 

Panjabi, Sindhi, Balochi and Kashmiri. In  Arabic 

Unicode, a number of duplications are introduced as 

stated in [18] about Urdu Unicode that as Unicode 

standard has to cater to multiple existing systems and 

multiple languages within a script, redundancies are 

introduced in it. It is advised to re-standardize and 

short list the characters nationally before usage.   

However it seems that during designing and encoding, 

unification of characters have not been duly cared. As 

it is mentioned in [19] that some extended Arabic 

characters are typographical variants of characters 

already fully covered by the corresponding basic 

Arabic characters.  In [19], it is further stated that in 

some cases it looks that Unicode - knowingly - 

confuses regional calligraphic or typographic variants 

for encodable characters.  Some justifications are given 

for the existence of a number of “goal yeh” there in the 

Unicode but people knowing the languages like Urdu, 
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Arabic and Pashto feel confused and some changes are 

needed to bring unification in the Arabic Block of 

Unicode, in order to make it easy for developers as 

well as for common users.  As the Unicode standard 

[20] clearly states that all similar characters would be 

unified across languages.  

 Pashto is natively spoken in a number of countries 

such as Pakistan, Afghanistan and other parts of the 

world like the Gulf states, Europe, UK, India and 

America [21], [22], [23], [24]. Therefore, 

standardization for each country might differ from the 

other, then how data transformation would take place.  

Furthermore, what would be the solution for usage of 

these scripts on the net and which country’s standard 

would be followed? Therefore, nation wise 

standardization is not feasible. It is also not a good idea 

to further devise standards within a standard. It would 

lead to the situation that existed before Unicode and 

too many standards for one language script would lead 

to no standardization at all.   In works like [25], the 

author presented some solutions that need further 

development. However in the present scenario, despite 

the Unicode, researchers feel as if there is no 

standardization for the Arabic based scripts such as 

Pashto and Urdu. The authors believe that significant 

achievements can be made through hinting codes of the 

fonts for each language without using duplication of 

similar characters.  

 

3.2. Variance in Spellings of Pashto Language 
 

 There are a number of dialects of the Pashto 

language. An example is the word Pashto itself as  

Pashto can be written and spoken as  Pakhto, Pushto, 

Pukhto, Pashtu, Pakhtu, Pushtu, Pukhtu, Pukkhto, 

Pukshto, Paktu, Pooshtoo, Passtoo,Pakhtoo, Pakkhtoo 

and Pasto [16]. The most common characters that are 

used interchangeably are Kh as sh, o as u and o as oo. 

These characters offer many challenges while 

comparing strings therefore one should take care of 

these issues beforehand. In this paper the authors 

worked hard to overcome this problem by coding 

separate module for this. 

 

3.3. Morphology of Pashto 
 

 Pashto has many inflectional forms in its major 

categories such as nouns and adjectives are 

differentiated for case, number, and gender [17].   

However till date no complete work has been presented 

to capture all morphological variations.  In addition, 

nouns are not  necessarily  the  same  class  or  gender  

for  different  speakers,  and occasionally there is even 

variability within a speaker. 

 

4. Pashto language, Syntax and Phrase 

Rules 

 

 Pashto is the language of over 20 million people.  

Some claim it to be 40-60 million. It is mainly spoken 

in Pakistan and Afghanistan and has more speakers in 

Pakistan than Afghanistan [21], [16], [24]. It is also 

spoken in other parts of the world like in the Gulf, 

Europe, UK, India and America [23], [22]. Despite that 

Pashto is a low resourced language [16], [17]  and 

offers many challenges in terms of its complex syntax 

and phrasal rules. 

 Pashto is fairly rigidly head-final in NP and VP 

lexical categories, while several functional categories 

are head-initial [21]. The basic word order is SOV with 

some degree of word order freedom and split-ergative 

language [21]. These and other properties require a 

considerable amount of effort to capture the phrase 

structure rules for the language. Numerals and 

adjectives precede any nouns they modify, suggesting 

that the lexical category NP is head-final [21]. It is 

specifically only the lexical projections (VP, NP) that 

are head-final. With regard to the PP projection, the 

language appears to exhibit mixed headedness [21]. 

Some phrasal rules extracted from [26], [27], [28] are 

given in the subsections below one by one. 

 

4.1. Noun Phrase 
 

 A Noun Phrase consists of a noun or a pronoun 

together with modifiers that may be an adjective. 

 An adjective usually precede a noun but it can 

 appear after noun depending on the context. 

 A noun can precede a preposition [phrase]. 

 The order of the modifiers may be like Preposition 

+ demonstrative(that)+ quantifier + indefinite 

article(some, a )+descriptive adjective ( big, 

pretty)  + noun.    

 Adverb that modifies adjectives (very) occurs 

immediately before adjectives they modify but the 

order can be altered if the speaker wishes to 

focus/stress one or the other of the modifiers. 

 

4.2. Verb Phrase 
 

 A verb phrase includes everything except the 

subject 
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Rules 

TTable 

Diction-

ary 

Match 

Words 
Input text 

Constituents Generated 

 Verb is usually the last word in a sentence 

 Usual order  is a time phrase + Complement/ 

object+ place phrase + other modifiers + verb 

 If object of a preposition is a weak pronoun, the 

prepositional phrase is almost always positioned 

just before the verb. 

 In negative verb phrase, the negative article “ na “  

occurs before the verb in the imperfective tenses 

 In perfective tenses the negative article “na” 

occurs with simple verbs between the perfective 

marker and the verb stem. 
 

4.3. Adj Phrase, Adv Phrase and PP Phrase 
 

 Prep comes after and/or before noun or both 

before and after. 

 Adj always comes before noun.  Adj can be used 

as noun.   
 

4.4. Context Free Grammar of Pashto 
 

 Based on the work in [29] and the above rules the 

Context Free Grammar for Pashto is given as below: 

 

 S --> NP+VP|VP|NP+CONJ+VP 

 NP --> N|PN |ADJ+N|CN|NP+PP| NP+NP | 

PP+CONJ+PP | PN | ADJP+ NP | N | NP+ VP | 

PRON | PP | Det+Adj+NNP+V | Det+Adj+N+VP | 

Det+Adj+N+Adv+VP 

 VP --> V |VP+VP |NP+VP 

PP+VP|AUX|PPP+VP|PREP+VP|PP+VP|ADJ+V

P|ADV+ADJ+V|ADVP+VP |V+NP| NP+V|  

Adv]+ PP +V  

 PP --> PREP+NP |PREP+NP |PP+PP |PREP+NP 

POSP |PREP+NP |PREP+VP |PREP+N |NP+PP 

 ADJP --> ADJ |ADJ+N |ADJ+ADJ 

 

5. The Proposed Methodology 
 

 The proposed algorithm is robust and dynamic. It 

can split a sentence into constituents by taking the 

dictionary that has grammatical categories in separate 

column, a matrix having syntactic / word order  rules of 

a  language   and the corpus from which each sentence 

has to be splitted into constituents. The table having 

rules is shown in section 5.3. The complete  

architecture of the system is given in figure-II, below. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure-II.  System Diagram 

All the rules were developed in a table in MS Excel, 

lexicon was saved in a database format  in MS Access, 

where as the corpus was in plain text format. C# 

(Visual Studio) was used to develop and test the 

system. 

 To understand the working of the proposed 

system, a step wise flow of the system is given in the 

following subsections. 

 

5.1. Detecting  words and the end of sentences 
 

 A sentence is read character by character from a 

text file, and wherever a white space is found a word is 

marked there. A dot (.) or (-) or (?) is marked as the 

end of the sentence. The system is developed for singe 

words only and multiwords are not considered because 

of the unavailability of a lexicon for the same. 

  

5.2. POS Tagging of the Words 
 

 A lexicon of Pashto language having more than 

14000 words is used by the software. The dictionary is 

made of a table, having Pashto word, POS and meaning 

of the word in English in separate columns. On reading 

the text from the text file, each word is matched in the 

dictionary with its list of words.  Matching a Pashto 

word with the dictionary suffers badly from the 

Unicode problems as discussed earlier in this work.  

Some extra lines of code have been written to solve this 

problem and the problem of the different dialects of the 

Pashto language. To overcome the Unicode problem, 

all similar characters with different Unicode are stored 
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in a two dimensional matrix to check alternate Unicode 

for a character if a word is not found in the lexicon 

attached with the software. During the process when a 

word is found in the lexicon, its lexical category is read 

from the relevant POS column. Otherwise the module 

for Unicode and dialect is called to execute and find 

the relevant word in the lexicon. If still no word is 

matched in the lexicon, the word is marked as 

‘Unknown’. Below figure-III, shows a screen shot of 

the POS tagged list of words taken from the software.  

 

Figure III: System Generated POS Sample 

 

5.3. Rules embedded in a table 

 

 Rules described in section-4 of this paper are 

embedded in tabular format in order to get constituent 

of a sentence. A partial list of these rules IS given in 

Table-I. 

 Rules from table-I are read from top to bottom, 

and left to right, starting from titled column P1 of the 

table. Column under P1 are read, lexical categories for 

its relevent rows in the POS titled column are counted 

and read. The relevent entries in the POS columns are 

matched against the tagged text in figure-III.  If the 

POS of the read text are matched with the lexical 

elements of the POS column for the P1 column, it 

means the combination of  words against the tagged 

POS is a valid phrase or constituent. The process is 

rpeated for each column of the Table-1 untill S titled 

column is reached.   This matching process is linear in 

order however the constituents occurs recursively in 

natural text.  Therefore the text is read linearly however 

each found constituents is marked with its position in 

the sentence. Whenever another constitutent is found in 

the same position, these constitutnets are placed in 

order , as they were before. This way the problem of 

recursion is sloved and the shorcoming of CFG is 

overcomed.  

 
Table 1: Syntax and Phrase Rules 

 

S# PoS P1 P2 P4 P5 S  

1 
Noun NPP DAN X2 

Noun 

Phrase 

S 

 

 

2 PP 
    

 

3 Noun NAP 
   

 

4 Adv 
 NA 

 
 

 

5 proN 

 

 

6 Noun proN 

X3 

 

7 Part 
PA 

PAVP 
Verb 

Phrase 

 

8 Part  

9 Unkn 
Unkn 

 

10 Unkn 
ADP 

 

11 Adv Adv  

 

5.4. How Recursion is tackled 

 

 As discussed earlier in section 1.3, recursion is the 

property of a constituent to contain another constituten.  

A sentence may have many levels of constituent within 

constituent. Opening up this layer by layer is not an 

easy process.   Parsing and syntactic tree are mostly 

used to catch these layers. However, here in this work, 

the phenomena of recursion is tackled as an iterative 

process to simplify the complexities of recursion.  As 

given in the algorithm below, during the process of 

matching of rules against the tagged words/sentence, 

the rules check only for constituents without looking 

for constituents within constituents. However a log is 

maintained of the location of each constituent with in 

the sentence or possessor constituent by keeping a 

count for each word. This log is used in the end of 

sentence completion to put all the constituents in an 

order.  

 

5.5.  Algorithm 
 

 The proposed algorithm to read the un-tagged 

corpus, tag the words of the corpus using a lexicon and 

make phrases based on rules embedded in a table is 

given below.  

  

1. Read text from un-tagged Corpus word by word  

2. Search Dictionary for each word read in step-1  

3. If Match Found read its relevant grammatical 

category from the dictionary attached 

5



4. ElseIf no match found,  repeat step-3 with 

different Unicode for the same word ( as some 

characters repeat in the Arabic Block with 

different Unicode)  

5. ElseIf No Match Found repeat step-3 with 

alternate characters(form) for the same word( as 

in Pashto some words have the same meaning 

with different form in terms of spellings e.g. 

Pashto is written both as Pashto and Pakhto ) 

6. Match Found, then TAG each matched word 

with its grammatical category 

7. No Matched Found, TAG the word as 

‘Unknown’ 

8. Read Rules attached, from the matrix  

9. loop  step 9-13  to fire rules from top to bottom 

and left to right 

10. Apply Rules on the list of words tagged with 

grammatical category 

11. If Passed The Rule by the set of words then, 

12. Look for old location, write the new phrase and 

old phrase together  and mark the position of new 

phrase 

13. Increment  to change set of words or rules   

14. End 

 

 The main advantage of the proposed algorithm is 

its speed and ease of use.  The table has been used to 

work like “if-then-else” clauses or rules.  Coding and 

firing of rules is not only a complex and tedious job but 

also suffers from the recursion when dealing with 

analysis of sentence structure. Whereas rules embedded 

in a table like in the proposed algorithm makes the 

whole process recursion free, faster, and easy to build, 

change and improve rules.    

 

6. Summary 
 

 The system is proposed to split input sentences 

into their constituents and phrases. A simple knowledge 

based system having all rules in a table is presented in 

this paper.  The splitting process is quite encouraging 

with more than 90% results for any language. The 

algorithm used is mainly tested on Pashto language. 

The algorithm is designed to minimize the pitfall of 

CFG and overcome the complexity arises because of 

lengthy sentences.  
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Abstract

While the World Wide Web is an attractive resource,
few researchers can access or manage a Web-scale
corpus. Instead they use search-hit counts as a
substitute for direct measurements on a web cor-
pus. In contrast, one can download a small high
quality corpus like Wikipedia and carry out exact
measurements. By extensive experiments with mul-
tiple word-association measures and several public
datasets, we show that for exploring document level
co-occurrence based word associations, despite be-
ing three orders of magnitude smaller in size, the
Wikipedia is a reasonable alternative to a web cor-
pus that can only be accessed using search engines.

Further, with Wikipedia, one can carry out mea-
surements at a granularity finer than document
scale. Instead of document level co-occurrence,
one can consider a word-pair occurrence signifi-
cant, only if the two words occur within a certain
threshold distance of each-other. In general, such
fine-grained information cannot be obtained from
search engines. Our experiments show that the
word level co-occurrence measures perform better
than the document level measures. This indicates
another practical advantage of the Wikipedia, or
any other downloadable corpus, over a Web corpus
which can only be accessed using search engines.

1. Introduction

The World Wide Web is an attractive resource for car-
rying out the NLP research. If one does not need the
entire document contents and can just work with the fre-
quency information of certain document types, then us-
ing the APIs provided by various search engines, one
can use the Web as a corpus and need not collect and
manage a corpus. An example area where one can take
advantage of these APIs is the measurement of word as-
sociation based on lexical co-occurrence [1].

The notion of word association is important for nu-
merous NLP applications, like, information retrieval,

question-answering, word sense disambiguation, optical
character recognition, speech recognition, parsing, lexi-
cography, text summarization, natural language genera-
tion, and machine translation. In [2] word association is
motivated as the basis for a statistical description of a
variety of interesting linguistic phenomena.

While the traditional co-occurrence based word asso-
ciation measures are formulated in terms of the word
frequencies, it is straight-forward to reformulate them
as working with the document frequencies. As an exam-
ple, consider the the popular word association measure
PMI [2]. It is defined as:

PMI(x, y) = log
p(x, y)

p(x)p(y)

where p(x) and p(y) are unigram probabilities and
p(x, y) is bigram probabilities. These probabilities are
obtained by dividing f(x), f(y), f(x, y) by corpus-size
in words. f(x), f(y)are the number of occurrences of
words x and y in the corpus, i.e. the unigram frequencies
of x and y, and f(x, y) is the number of occurrences
of the word-pair (x, y) in the corpus, i.e. the bigram
frequency of (x, y).

To work with web corpus, one can simply replace
word-frequencies with document frequencies, provided
one knows the number of documents in the corpus, an
information that is generally not available when using
search engines. Instead, note that we need not work with
probabilities. We can directly work with document fre-
quencies since we are only interested in relative rank-
ings of word-pairs and not in their absolute PMI values.
Hence, as discussed later in Section 3.1, ignoring the
corpus size does not affect any of our ranking based re-
sults. Therefore, we redefine PMI as:

PMI(x, y) = log
n(x, y)

n(x)n(y)

where n(x, y), n(x), n(y) are the counts of docu-
ments containing both words x and y, only x, and only
y respectively. In the same way, we can redefine most

9



other word-association measures in terms of document
frequencies.

Though the large number of documents available on
the Web are an attractive resource, Kilgarriff argues
in [3] that ”Googleology is bad science”. One of the
reasons cited there is the unreliability of the document
counts obtained. After giving that warning, Kilgarriff
accepts that ”With enormous data, you get better re-
sults”, and exhorts the readers to ”make resources on
this scale available”.

Given that very few researchers can afford to access
or manage a Web-scale corpus, only alternative they are
left with is to use search-hit counts as a substitute for do-
ing direct measurements on a Web-scale corpus. How-
ever, as argued in [3] and other places, for various per-
formance and cost reasons, search-hit counts provided
by search-engines are only crude approximations and
poor substitute for actual Web statistics.

Given these limitations of working with Web, in this
work, we argue that for applications like determining
the word association, the quality of the data is much
more important than the quantity. We find that using a
Wikipedia dump containing 2.7 million documents gives
better word association results than using the Yahoo and
Bing search engines which indexed roughly 3.5 billion
and 12 billion pages respectively1 at the time of our ex-
periments. Hence if a researcher cannot afford a Web-
scale corpus, then it is better to work with a Wikipedia
dump, than to use search-hit counts, at least for measur-
ing word association.

Further, with Wikipedia, one can carry out measure-
ments at a granularity finer than document scale. In-
stead of document level co-occurrence, one can consider
a word-pair occurrence significant, only if the two words
occur within a certain threshold distance of each-other.
In general, such fine-grained information cannot be ob-
tained from search engines. Our experiments show that
the word level co-occurrence measures perform better
than the document level measures. This indicates an-
other practical advantage of the Wikipedia, or any other
downloadable corpus, over a Web corpus which can only
be accessed using search engines.

2. Related Work

The existing word association measures can be di-
vided into three broad categories:

Frequency based measures rely on co-occurrence fre-
quencies of both words in a corpus in addition to
the individual unigram frequencies.

Distributional Similarity based measures based on
Firth’s ”You shall know a word by the company

1Source: http://www.worldwidewebsize.com/

it keeps” [4], these measures characterize a
word by the distribution of other words around
it and compare two words for distributional
similarity [5, 6, 7, 8].

Knowledge-based measures rely on knowledge-
sources like thesauri, semantic networks, or
taxonomies [9, 10, 11, 12, 13, 14].

In this work, our focus is on choice of resources for
frequency based co-occurrence measures, and we do not
discuss the details of the distributional similarity and
knowledge based measures.

Chklovski and Pantel [15] have mined the web
for fine-grained semantic relations such as similarity,
strength, antonymy, enablement, and temporal happens-
before relations between a pair of verbs. Mihalcea et.
al. [16] measure the semantic similarity of short texts
using several knowledge based and corpus based mea-
sures. They use the Microsoft paraphrase corpus [17],
which was constructed by automatically collecting po-
tential paraphrases from thousands of news sources on
the Web over a period of 18 months. In [18], a new co-
occurrence measure called Co-occurrence Significance
Ratio is introduced and it is compared with a host of
other measures using a Wikipedia corpus.

Although previously mentioned researchers have used
the Web [15, 16] or the Wikipedia [18] for comput-
ing co-occurrence measures, to our knowledge no-one
has performed a comparative study of the Web vs. the
Wikipedia.

Information from the Wikipedia, such as its link struc-
ture [9], its concepts [11, 12], and its category trees [13]
has earlier been used for knowledge-based word associ-
ation measures. It is not surprising that the Wikipedia
has been found useful for the knowledge-based mea-
sures. What is somewhat surprising is that the accurate
measurements over Wikipedia give better results than
the crude search hit counts from the Web for explor-
ing even lexical co-occurrence based word associations,
where one would expect that the much bigger corpus
would always give better results due to the law of large
numbers.

3. Wikipedia vs. Web

The advantage of the Web as a corpus is that it takes
very little effort to work with it. However, while it is
easy to replicate experiments on traditional corpora, the
Web content keeps changing. In addition, the indexing
and search strategies of the commercial search engines
also change over time. Hence, it is hard to rerun the Web
based experiments for reproducibility. Still, given the
advantage of size and the ease of effort, it is worth ex-
ploring whether co-occurrence measures performs better
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Table 1: Definition of Co-occurrence based word association measures.

Document Word
Measure Count Count

Dice 2n(x,y)
n(x)+n(y)

2f̂(x,y)
f(x)+f(y)

Jaccard n(x,y)
n(x)+n(y)−n(x,y)

f̂(x,y)

f(x)+f(y)−f̂(x,y)

Ochiai n(x,y)√
n(x)n(y)

f̂(x,y)√
f(x)f(y)

PMI log n(x,y)
n(x)n(y) log p̂(x,y)

p(x)p(y)

SCI n(x,y)

n(x)
√

n(y)

p̂(x,y)

p(x)
√

p(y)

n(x, y) Total number of documents in the corpus
having at-least one occurrence of (x, y)

n(x), n(y) the number of documents in the corpus containing
at least one occurrence of x and y respectively

f(x), f(y) unigram frequencies of x, y in the corpus
f̂(x, y) span-constrained bigram frequency of x, y in the corpus
N Total number of tokens in the corpus
p̂(x, y), p(x), p(y) f̂(x, y)/N, f(x)/N, f(y)/N

or worse with the Web than with a much smaller corpus
like Wikipedia.

3.1. Co-occurrence based Association Measures

To compare the performance of the Web and
the Wikipedia, we experiment with six different co-
occurrence based word association measures: Dice [19],
Jaccard [20], Ochiai [21], Pointwise Mutual Information
- PMI [2], and Semi-Conditional Information - SCI [22].
Their definitions are given in Table 1. Except SCI,
all other measures are well-established and besides lan-
guage processing, have been used in several domains
like ecology, psychology, and medicine.

The word count based definitions are discussed later
in Section 4. In this section, we are concerned with
document count based definitions only. It is impor-
tant to note that the word-count based versions count
span-constrained bigram occurrences while the docu-
ment based versions do not take span into account, since
for the Web we do not have access to the span informa-
tion.

Our results show that the Jaccard and the Dice have
almost identical performance, since [n(x, y) � n(x)]
and [n(x, y)� n(y)] for most word pairs. Hence we do
not distinguish between these measures when presenting
our results.

We have not experimented with other popular mea-
sures like the Log Likelihood Ratio - LLR [23], and the
T-test, since their definitions require knowing the total
number of documents in the corpus. Technically, knowl-
edge of the corpus size in documents is needed even for
our chosen measures, but we can ignore the corpus size

by working with a scaled versions of these measures.
For example, in the definition of PMI given earlier, tech-
nically all three terms n(x, y), n(x) and n(y) should be
divided by the corpus size, but ignoring the corpus size
does not affect any of our ranking based results, while
the same cannot be said of the LLR and the T-Test.

As explained later, we evaluate a measure on a given
dataset by the Spearman rank correlation coefficient be-
tween the word-associations produced by the measure
and the gold-standard ratings for the dataset. The Spear-
man rank correlation coefficient is defined as the Pear-
son correlation coefficient between the ranked variables.
Since any monotonic transformation of the word associ-
ation scores produced by a measure leaves the rankings
unchanged, the modified scores obtained by ignoring the
corpus size leaves the rankings unchanged.

3.2. Datasets and Resources

The two major types of word associations discussed in
literature are free association and semantic relatedness.

Free association refers to the first response given by
a subject on being given a stimulus word [24]. The stan-
dard methodology for collecting free association data is
explained at [24]: ”Native speakers are presented with
stimulus words and are asked to write down the first
word that comes to mind for each stimulus. The degree
of free association between a stimulus (S) and response
(R) is then quantified by the percentage of test subjects
who produced R when presented with S.”

We use five different publicly available datasets for
measuring free association: Kent [26], Minnesota [27],
White-Abrams [28], Goldfarb-Halpern [25], and
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Table 2: Characteristics of data sets used. ’Respondents’ is the number of individuals who were asked to respond to a
given set of stimulus words. ’Word Pairs’ is the total number of unique (stimulus,response) pairs generated. ’Filtered
Word Pairs’ is the size of the subset of the corresponding dataset used in our experiments.

Aspect Data Set No. of No. of No. of
Respondents Word-Pairs Filtered

Word-Pairs
Semantic
relatedness

wordsim353 16 353 351
[14]
Essli [24] 100 272 272
Goldfarb-Halpern [25] 316 410 384

Free-Association Kent [26] 1,000 14,576 14,086
Minnesota [27] 1,007 10,447 9,649
White-Abrams [28] 440 745 652

Essli [24].
The semantic relatedness encompasses relations like

synonymy, meronymy, antonymy, and functional associ-
ation [29]. We use the publicly available Wordsim [14]
dataset to measure the semantic relatedness. The word
association scores in this dataset are the average of the
values on a scale from 0 to 10 given by the respondents
when they were asked to estimate the relatedness of the
words in a given pair.

One could say that free association datasets are asym-
metric datasets where one stimulus words occur with
multiple response words. In contrast, semantic related-
ness datasets are symmetric in that both words in a pair
have the same status.

Many of these datasets contain multi-word expres-
sions. We removed word-pairs containing multiword
expressions. For data sets with more than 10,000 word-
pairs, we filtered out pairs that contain stop words listed
in [30]. The details of the dataset after filtering is given
in Table 2.

3.3. Corpus

We use the a Wikipedia dump with 2.7 million doc-
uments and of size 1.24 Gigawords. We used Lucene2

APIs to obtain various statistics from the corpus. No
function-word removal, lemmatization or any other pre-
processing was performed on the corpus by us other than
whatever preprocessing is done by default by Lucene.

For the web search, we use Yahoo and Bing search
services. For Yahoo, we use BOSS API3. For Bing,
we issue simple search requests and parse the response
pages to obtain the hit count. In both cases, we use
boolean conjunctive queries to get the count of docu-
ments containing both words in the pair. We could not
use Google Search since it allows only 1000 queries a
day.

2http://lucene.apache.org/
3http://developer.yahoo.com/search/boss/

3.4. Evaluation Methodology

For the word-pairs in each dataset, each measure un-
der consideration produces a ranked list of the word as-
sociation scores. We also have the gold-standard hu-
man judgment ranking available for each dataset. We
follow the standard methodology of evaluating a word-
association measure on a given dataset by the Spear-
man rank correlation coefficient between the word-
associations produced by the measure and the gold-
standard ratings for the dataset.

3.5. Results

The purpose of our experiments is not to compare the
word association measures but to compare a download-
able Wikipedia corpus with a Web corpus that can be ac-
cessed using only search-engine interfaces. That is, we
wish to find out how the performance of a given measure
on a given dataset changes as we move from the Web
to the Wikipedia. The results of our experiments are
shown in Table 3. For completeness, we also show the
results from [13], the only known document level co-
occurrence result from the literature for these datasets.

We can see that for all measures and for five out of
the six datasets, the performance always improves as
we move from the Web to the Wikipedia. Even for the
sixth dataset Goldfarb-Halpern, the Web does not per-
form better than the Wikipedia, except when the cor-
relations are close to zero, i.e. when things are pretty
random.

4. Further Improvement

Another advantage of using the Wikipedia is that un-
like the Web, in case of the Wikipedia, a researcher can
download the entire Wikipedia and can carry out mea-
surements at a granularity finer than the document scale.
In fact, traditionally co-occurrence based measures are
defined in terms of the span constrained word-pair oc-
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Table 3: Performance of various document based co-occurrence measures while using Wikipedia and the Web. For
each measure and each dataset, the best performing version has been highlighted. Results for the Web-Google [13] are
available only for the wordsim353 dataset. Also, note that we have filtered out the multi-word expressions from each
dataset. Hence, for example, we work with only 351 of the 353 pairs in the wordsim353 dataset.

Measure Corpus K
en

t
(1

4,
08

6)

M
in

ne
so

ta
(9

,6
49

)

W
hi

te
-

A
br

am
s

(6
52

)

G
ol

df
ar

b-
H

al
pe

rn
(3

84
)

w
or

ds
35

3
(3

51
)

E
ss

lli
(2

72
)

Wikipedia 0.20 0.12 0.19 0.18 0.58 0.33
PMI Web-Yahoo 0.18 0.04 0.11 0.18 0.35 0.17

Web-Bing 0.08 0.02 0.07 0.18 0.20 0.10
Wikipedia 0.36 0.24 0.28 0.17 0.48 0.50

SCI Web-Yahoo 0.26 0.18 0.14 0.07 0.28 0.27
Web-Bing 0.21 0.10 0.15 0.17 0.23 0.26
Wikipedia 0.31 0.20 0.20 -0.02 0.41 0.31

Ochiai Web-Yahoo 0.24 0.18 0.11 -0.03 0.18 0.14
Web-Bing 0.22 0.12 0.12 0.04 0.29 0.11
Wikipedia 0.31 0.20 0.18 -0.01 0.36 0.21

Jaccard/ Web-Yahoo 0.24 0.14 0.11 -0.01 0.14 0.09
Dice Web-Bing 0.22 0.12 0.09 0.04 0.25 0.05

Web-Google [13] - - - - 0.18 -

currences4. By span we mean the inter word distance.
When querying the Web, we get the counts of docu-
ments containing the word pair regardless of the dis-
tance between them in the documents. By span con-
strained occurrence we mean that a word-pair occur-
rence is counted only if the words occur close enough,
that is if their span is less than a given threshold. That
is, with every measure, a span-threshold parameter is at-
tached.

4.1. Span Constrained Word Count Performance

We compare the performance of word based and doc-
ument based version of each measure as given in Ta-
ble 1. Our methodology of computing ranked correla-
tion for a measure on a dataset remains the same (as de-
scribed in Section 3.4). Only difference is that the word
based version of each measure has span threshold as a
parameter.

We follow the standard methodology of evaluating
parametrized measures by cross validation. Each dataset
is divided into five random partitions, four of which are
used for training and one for testings. The span thresh-
old is varied between 5 and 50 words for each measure
and the span value that performs best on four training
folds is used for the remaining one testing fold. The per-
formance of a measure on a dataset is its average Spear-

4Note how Church and Hanks define joint probability in their sem-
inal paper [2] that introduced PMI: Joint probabilities, P (x, y), are
estimated by counting the number of times that x is followed by y in a
window of w words, fw(x, y), and normalizing by N.

man rank correlation over 5 runs with 5 different test
folds.

4.2. Comparison

The comparison of document based and word based
measures are shown in Table 4. From the results, we
can see that with Wikipedia, further performance gain
is obtained by moving from document counts to span-
constrained word counts. We have four measures and
six datasets for a total of twenty-four combinations. For
eighteen out of the twenty-four combinations, such a
performance gain is observed.

As an aside, it is interesting to note that in Tables 3
and 4, regardless of the corpus, performance of the Dice
measure is virtually identical to that of the Ochiai mea-
sure on the Kent and Minnesota - two largest datasets.
This is interesting because the Dice is the harmonic
mean while the Ochiai is the geometric mean of the Con-
ditional Probabilities n(x,y)

n(x) and n(x,y)
n(y) .

5. Conclusions

By performing extensive experiments with various
measures and multiple datasets of varying size, we
demonstrate that despite being three orders of magni-
tude smaller in size, the Wikipedia is a reasonable al-
ternative to the Web for measuring the document level
co-occurrence based word association.

Another practical advantage of Wikipedia compared
to web is that most researchers can exploit the span
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Table 4: Performance comparison of the word based and document based version of each measure on Wikipedia. For
each measure and each dataset, the better performing version has been highlighted. All standard deviations across 5
cross-validation runs for Kent and Minnesota are between 0.01 and 0.02, for White-Abrams were between 0.05 and
0.07, for Goldfarb-Halpern between 0.05 and 0.14, for Wordsim were between 0.02 and 0.11, and for Esslli were
between .09 and .17. Note that the word-count based versions count span-constrained bigram occurrences while the
document based versions do not take the span information into account.
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)
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1
(3
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)

E
ss

lli
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)

PMI-doc 0.20 0.12 0.19 0.18 0.58 0.33
PMI-word 0.36 0.26 0.22 0.11 0.69 0.32
SCI-doc 0.36 0.24 0.28 0.17 0.48 0.50
SCI-word 0.38 0.27 0.23 0.06 0.37 0.44
Ochiai-doc 0.31 0.20 0.20 -0.02 0.41 0.31
Ochiai-word 0.43 0.31 0.29 0.08 0.62 0.44
Jaccard/Dice-doc 0.31 0.20 0.18 -0.01 0.36 0.21
Jaccard/Dice-word 0.43 0.32 0.21 0.09 0.59 0.35

and the word count information with Wikipedia but not
with the web. Our experiments demonstrate the util-
ity of these information in improving the word asso-
ciation performance. In the current work, we have
compared span-constrained word-count based versions
with non-span-constrained document-count based ver-
sions, since for the Web we do not have access to the
span information. In future, we plan to experiment
with span-constrained document-count based versions
for Wikipedia.
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Abstract 

 
This paper investigates the intonation contours 

in Urdu declarative sentences of Bahawalnagar 

district in Pakistan. For this purpose, three 

respondents are selected from the district. All the 

respondents use Urdu as their mother tongue while 

their parents are Punjabi speakers. The data is 

collected in the form of isolated sentences. Three 

repetitions each for intransitive, transitive and 

ditransitive are recorded for analysis. The results 

indicate that there is some variation in the 

intonation contours of declarative sentences but L 

H  L-  L% is the most frequently used pattern and 

does not change even as the sentence structure is 

modified due to the change in transitivity of the 

verbs. 

       

1. Introduction 

 
Intonation is an essential feature of any 

language, caused by changes in the pitch contour, 

and used by speakers to indicate a variety of 

linguistic phenomena. Speakers employ pitch to 

indicate whether they are stating something or 

asking a question.  They also use pitch to indicate 

their emotional state, i.e. if they are angry, happy, 

surprised, etc. 
These factors of an utterance are altered by 

simply changing its pitch contour. There has been 

very limited work on determining the intonation 

patterns for Urdu language. This work is an effort 

to understand Urdu intonation. This study aims to 

explore the range of pitch patterns available for the 

production of declarative sentences in Urdu and is 

part of a larger work which focuses on implications 

of first language (L1) intonation on English 

language learning (as L2), latter not discussed in 

the current paper.  

 

2.Literature Review 
 

Intonation may be defined as “the structured 

variation in pitch which is not determined by 

lexical distinctions.” [7, p. 253] Intonation is one of 

the widely discussed aspects of suprasegmental 

phonology. Intonation is generated by the rate of 

vibration of the vocal cords [1] and perceived as 

the pitch contours [2, 3, 4]. Intonation is described 

as the selection of pitch ranges available to the 

speakers [5] and includes: 

(a) categories of pitch 'peaks' and 'valleys' as 

well as their combinations at each sentence 

stress position (i.e., the last content word of the 

sentence), (b) types of pitch category 

concatenation, and (c) pitch of sentence 

fractions occurring before the first sentence 

stress. (p. 118) 

These pitch ranges may be high or low and by 

exploiting these options, speakers convey linguistic 

and other information. In fact, many researchers 

claim that it is not easily possible for people to 

speak continuously in a monotone [1, 3, 6]. 

Intonation occupies a central position in speech 

production and perception.  

The pitch contour of an utterance is usually 

denoted as a tone [3]. The pitch contour in an 

utterance may be rising, falling, falling-rising, 

rising-falling, level, high key and take-off [1, 2, 3, 

4, 5]. Each of these contours performs different 

functions and is selected by the speakers on the 

basis of those functions.  

Those languages of the world which have a 

fixed sentence order use pitch movements to 

convey emotions [5]. Generally pitch carries 

emotional information and the change in pitch does 

not change the meaning of an utterance. But there 

are certain languages of the world in which change 

in pitch contours results in change of meaning [4]. 

These languages are called tonal languages e.g. 

Punjabi [8] and Chinese. English is not a tonal 

language therefore pitch in English language is a 

superimposed feature which adds to the richness of 

meaning. For example, a simple declarative 

sentence may function as interrogative or 

exclamatory only by changing the tone of the 

utterance.    

The pitch movement in English language has 

been studied with the help of Pierrehumbert’s auto-

segmental metrical model of intonation. In [10], 

this model has been described comprehensively. 

She describes it as a collection of high (H) and low 

(L) target pitch targets. These targets are used in 

pre-nuclear and nuclear syllables, phrase accents 

(tone after the nuclear syllable) and at tone 
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boundaries (at the end of a phrase). There are a 

maximum of six tones available at pitch accent 

level: H*, L*, L+H*, L*+H, H !H*, and !H*. Here 

the star indicates tonal targets falling on stressed 

syllables. Similarly there are two possible phrase 

accents available i.e. L- and H-. According to this 

model, English uses two tone boundaries 

symbolised as H% and L%.  

Pierrehumbert’s model was later modified into 

Tone and Break Indices (ToBI) model [6]. This 

model has been divided into two entities: phrasal 

tones and pitch accents. The latter are further 

divided into phrase accents and boundary tones. 

It further describes English intonation with the 

help of boundary index ranging from one to four. 

Closely joined words in a tone unit are given the 

index of one and the boundary index at the end of a 

sentence is always four [6]. This model has also 

been used to study Japanese intonation patterns [9]. 

This paper also attempts to study the use of 

intonation contours in Urdu declarative sentences 

by using ToBI.  

 

3. Methodology 
 

3.1. Population 
 

Three respondents have been selected for this 

study from district Bahawalnagar. All the 

respondents are Urdu L1 speakers whose parents 

speak Punjabi as their mother tongue. All the 

respondents and their parents have spent their 

initial years of language learning in Bahawalnagar, 

so we can reasonably assume that they all belong to 

the same linguistic group.  

 

3.2. Data collection 
 

The data has been collected from respondents 

in the laboratory atmosphere. As the stress patterns 

and the syllable structure of the utterances are 

controlled in order to get valid results, it has been 

impossible to use naturalistic speech for this study. 

This work is limited to the study of intonation 

patterns in declarative sentences in Urdu language. 

The data set is designed in the form of sentences. 

Each sentence comprises words carrying only 

mono or disyllable words. However, the final verbs 

in the ditransitive sentences are of three syllables. 

The data set is designed on the basis of sentence 

types. The types studied in this research are SV, 

SOV, and SOVO
2
.  

For each sentence type, three sentences have 

been devised and each speaker has pronounced 

three repetitions of each sentence. The data set is 

given in the table below. 

 

 

 

Table 3.1. Data set for the analysis of 
declarative sentences 

1 S V 

 .Naz ate ناز نے کھایا

 .Naz hit  ناز نے مارا

 .Naz sang ناز نے گایا

2 S O V 

ناز نے تیر 

 مارا

Naz hit with an 

arrow. 

نازنے کھانا 

 کھایا

Naz ate food. 

ناز نے گانا  

 گایا

Naz sang a 

song. 

3 SOVO
2
 

نازنے زین 

کو کھانا 

 کھلوایا

Naz made Zain 

to eat food. 

ناز نے زین 

کو تیر سے 

 مروایا

Naz got Zain 

killed with an 

arrow. 

ناز نے زین 

 کو گانا گوایا

Naz made Zain 

to sing a song. 

The stress is controlled and all the utterances have 

been produced with stress on the first word (ناز, 

Naz).  

In order to compare the results, an alternative 

way of structuring the Urdu sentences i.e. SVO has 

also been studied. The sentences with alternative 

word order have been pronounced by the 

respondents and their recordings analysed in order 

to examine if the verb/object replacement affects 

the intonation contour of a declarative statement in 

Urdu language. Here again the stress is placed on 

the first word of the sentence.  

The data has been recorded in wav. format. A 

total of 486 recordings (3 participants * 3 

repetitions) have been analysed using PRAAT 

software of speech analysis. The sound files have 

been manipulated to generate pitch contours. Each 

sentence has been separately analysed and the final 

contour generated by eliminating the redundant 

pitch points. The final speech pictures have been 

saved in an excel file. Then the contours have been 

determined and listed. The lists have been used to 

produce pie charts and percentages of usage of 

various pitch contours. 

 

4. Results 
 

4.1. SV 

 

The results indicate that the most dominantly 

used intonation pattern in Urdu intransitive 

declarative sentences is L H L- L%. 67% utterances 

in the data have used this pattern. However, two 

more contours, i.e. L L- L% and L H H- L%, have 

been traced in the recordings. Nevertheless, their 

frequency of usage is lesser than the L H L- L% 

contour. The summary of the use of these contours 

along with the percentage of their respective usage 

is given in table 4.1.   
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Table 4.1. Summary of pitch contours used in 
intransitive declarative sentences in Urdu 

Pitch Contour Percentage 

L   H   L-   L% 67 

L   L-   L%  26 

L   H   H-  L%       7 

 

4.2. SOV 
 

The results indicate that in transitive sentences, 

the frequently used pattern is L    H   L-   L% which 

has 52% occurrences in the data. The remaining 

48% of the data is divided into various contours 

such as L  H  H-  L%, L   L-  L%, L L  L-   L%, H  

L-   L%, L   H   H-   H%, H  L   L-  L%, L   H   L   

H  L-   L%. The summary of all the contours along 

with their percentage of usage is given in table 4.2.  

 
Table 4.2. Summary of pitch contours used in 

transitive declarative sentences in Urdu 

Pitch Contour Percentage 

L  H     H-   L%        4 

L   H     L-  L% 52 

L    L-    L% 11 

L    L   L-  L%  4 

H   L-   L% 7 

L   H   H-  H% 3 

H   L   L-  L%          15 

L   H  L H  L- L%        4 

 

4.3. SOVO
2
 

Table 4.3 indicates that in ditransitive 

sentences too, L  H  L-  L% contour covers 74% of 

the data. L  H  L L-   L% contour comprises 15% of 

the data. With the addition of a low pitch accent, 

this contour may be merely an extension of the 

previously mentioned pattern. The other two 

contours, i.e. H  L  H-  L% and L  H  L  H-   L% 

also share certain features with the previously 

mentioned contours as all of them share the low 

boundary tone (L%). The summary of the contours 

is presented in table 4.3. 

 

Table 4.3. Summary of pitch contours used in 
ditransitive declarative sentences 

Pitch Contour Percentage 

H  L    H-    L%          4 

L  H L   L-  L% 7 

L  H      L-   L% 74 

L  H L  H-   L%         15 

 

4.4. SVO 

 

There is no definite sentence structure in Urdu 

language and SVO is perfectly acceptable and 

intelligible sentence structure for Urdu, albeit it is a 

feature of spoken language. This study sets out to 

verify if the alternative sentence structure affects 

the pitch contour of Urdu declarative sentences. 

     The results indicate that the change in 

sentence structure does not affect its pitch pattern. 

Figure 4.4 indicates that 66% data comprises L  H  

L-  L% contour. However, a wide variety of pitch 

patterns have been used in this context. H   L-  L% 

contour covers 11% of the data and L   H  L  L-  

L% covers 7%. The remaining contours, L  H  L   

H-  L%, L   H   L   L-  H%, L   L-   L%, L  H   H-   

L%, encompass only 4% of the data each. The 

summary of all the contours used in this context is 

given in table 4.4.  

 
Table 4.4. Summary of pitch contours used in 

SVO declarative sentences 

Pitch Contour Percentage 

L   H   L-   L% 88 

L   H   L  H-   H% 4 

L    H    L   L-   L% 7 

L    H    L   L-   H% 4 

H    L-   L% 11 

L   L-   L% 4 

L   H    H-   L% 4 

 

5. Discussion  

 

The above mentioned results indicate that the 

predominant pitch pattern used for Urdu declarative 

sentences is L  H  L-  L% with the overall usage of 

65%. Moreover, the difference of transitivity does 

not influence the use of pitch contour in declarative 

sentences in Urdu. The intransitive, transitive as 

well as the ditransitive sentences use the same L H  

L-  L% contour.  

    The study of the intonation patterns of 

declarative sentences of alternative sentence 

structure also corroborates the above mentioned 

findings. Although a variety of contours have been 

used in these utterances, the dominant pattern is L  

H  L-  L%.  

Yet there are other contours which use or drop 

one or two additional phrase accent contours but 

may be interpreted as extensions of the basic L H  

L-  L% pattern. These extension contours are L  H  

L   L-  L%, L   L-   L%, H   L-  L%, H   L  L-  L%, 

L  H  L   H  L-  L%.  A shared contour among all 

these patterns is the use of low tone boundaries. So 

we can claim that there may be differences in the 

use of low and high phrase accents but the 

predominant contour for the tone boundaries is low. 

The results indicate that only 3% of the utterances 

made use of high boundary tones.  

 

6. Conclusion  

 

This work has aimed to study and determine 

the pitch contour used by the Urdu sentence to 
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pronounce declarative utterances. It has proved that 

the major pitch contour to produce a declarative 

utterance is L H L- L%. It has also verified that 

transitivity and reverse sentence order do not affect 

the use of pitch contour in Urdu. 

This study has pedagogical implications as it 

may help Urdu language teachers to teach the pitch 

contour accompanying declarative sentences in 

Urdu. It may also help them teach the variety of 

pitch contours available to pronounce a declarative 

utterance. 

    Furthermore, this work may be useful for the 

development of Urdu speech synthesis systems. 

The findings of this study may be used to improve 

the quality of those systems by identifying the 

principal contour used for declarative sentences in 

Urdu and by incorporating the variations in pitch 

contour that are possible in the production of Urdu 

declarative utterances.  

However, there are many unexplored aspects 

of pitch contours in Urdu. This paper is limited to 

the study of declarative sentences only but other 

sentence structures such as interrogative 

exclamatory, imperative etc. have not been studied 

yet. Similarly, the change in pitch contour under 

the influence of different emotions also needs to be 

studied. The influence of complex sentence 

structure is yet another field that needs to be 

studied.   
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Abstract 
 

The conference on the climate change, UNFCCC 

2010, took place from 29 November to 10 December 

2010 in Cancun, Mexico. This paper presents an 

analysis of the opening speeches by various countries 

at the conference, combined with the statistics of the 

countries regarding their socioeconomic indicators 

and memberships of different climate treaties. A 

central objective is to compare different sources of the 

information that reflect the underlying complex system 

where there are obvious and less obvious relationships 

between the rhetoric and some aspects of reality. At the 

level of argumentation, we are interested in the 

occurrence of topics related to the climate change, i.e., 

whether some topics are mentioned or avoided in the 

speeches. The recognition of the topics is based on a 

semi-automatic term selection process that provides 

the input for the subsequent steps of the analysis. The 

data preparation process includes optical character 

recognition, machine translation and approximate 

string matching. We assume that the collection of terms 

serves as a relevant set of features that reflect the 

content of the speeches. These text-based features are 

then compared with the country statistics. The basic 

hypothesis is that there is a detectable but complex 

relationship between the content of the speeches and 

known facts. The most important contributions in this 

paper are the formulation of the basic questions and 

the overall hypothesis, an analysis of the relationships 

between the countries as well as between the topics 

and indicators, and the qualitative analysis of the 

results. 

 

1. Introduction 
 

The concerns over the climate change are growing 

particularly with the high emissions of greenhouse 

gases (GHG) that are raising the temperature of the 

planet. The United Nations Framework Convention on 

Climate Change (UNFCCC) is an international 

convention for the climate change. It came into force in 

1994 with a mission of forming consensus among 30 

developed countries to reduce GHG emissions into the 

atmosphere. However, since UNFCCC is a convention, 

its members do not have an obligation to guarantee a 

reduction in the GHG emissions. The legally binding 

framework of UNFCCC is Kyoto Protocol, which aims 

to reduce GHG emission by 5% from 1990s (see 

UNFCCC website http://unfccc.int/). The supreme 

body of Kyoto Protocol, responsible for the 

implementation of its aims, is called Meeting of the 

Parties to the Kyoto Protocol (CMP). Similarly the 

supreme body of the UNFCCC is called Conference of 

Parties (COP). In the opening session of both the COP 

and CMP, in UNFCCC 2010, all the member countries 

and organizations delivered their speeches to reflect 

their views on the climate change. In our analysis, the 

text of the speeches is the primary source of data. A 

secondary data consisting of statistics of the countries 

and their membership in climate treaties has been used 

to provide context to the primary data. This is further 

detailed later in this section. 

 

1.1. Main Objectives 
 

The analysis that we have performed is of two 

types. The aim of the first type of analysis is to 

visualize the data points on a two-dimensional grid. 

The data points are prepared from two data sources 

namely the primary and secondary data. The primary 

data is the speech text represented by a set of terms that 

include both unigrams and bigrams. The procedure for 

selecting the elements (or terms) is explained in section 

3. The secondary data includes contextual information 

that is divided into two data sets namely Country-wide 

Statistics and Membership of Climate treaties. The 

Country-wide Statistics consist of quantitative 

information such as the GDP of a country, per capita 

income, mortality rate and various related facts. The 

Membership of Climate treaties includes information 

regarding a country's membership to treaties including 

Kyoto Protocol, Biodiversity, Desertification, etc. In 

our first analysis, the primary and secondary data are 
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combined by a scheme explained in Section 3.3, and 

the combined effect on the analysis is visualized by the 

Self-Organizing Map (SOM) [1]. The SOM is a widely 

used technique for analyzing and visualizing high-

dimensional data. The SOM algorithm, positions each 

data vector, in the high-dimension, to a two-

dimensional area without sacrificing the orientation of 

the vector in the original space. This results in a two-

dimensional representation of complex data points 

where, the data points that are close to each other in the 

original space tend to remain close to each other in the 

two-dimensional space as well. This aids the visual 

perception of the data and hence one can identify the 

groups of similar data points. In the context of our 

analysis, the data points are the members of the climate 

change conference. Thus, visualizing a map of the 

(combined) data will unveil the similarity 

between/among different countries based on the 

contents of speeches, when contextualized with the 

respective country statistics. In addition to visualizing 

high-dimensional data, the SOM enables visualizing 

the distribution of each dimension - and therefore it can 

help in understanding the contribution of each data 

feature (textual or statistical) over the map. This is 

important, since the similarity in the speech documents 

is greatly influenced by the contribution of text [2] or 

statistics. Therefore, in the second part of our analysis, 

we select various features from the (combined) data 

and observe their distribution across the SOM map that 

was created in the first part of analysis. The SOM is 

one possible choice for conducting this kind of analysis 

but there are currently many other methods that could 

also be considered [3, 4]. However, the choice of 

methodology is not central aspect in our research, it is 

rather the formulation of the overall question and 

analysis architecture to increase understanding of the 

complex phenomenon. 

 
1.2. Related Work 
 

The topic of this paper is multifaceted and 

therefore providing a conclusive review of related work 

is challenging. Methodologically important aspect is 

the combination of text and data mining. There are a 

large number of scientific articles concerning text 

mining and data mining separately in domains like 

business and finance [5, 6] or biomedicine [7, 8]. The 

combination of text and data mining has been used 

much more infrequently. Existing work concentrates in 

the area of business and finance [9, 10]. The content of 

the negotiations have been widely reported in media 

and also analyzed in scientific articles in the areas of 

law [11] and environmental research [12]. 

This paper is organized so that Section 2 explains 

the data sources and its acquisition process. Section 3 

details the data preparation process. Section 4 explains 

the results of experiments, and finally, Section 5 

concludes the paper. In this article, the terms speech, 

document and talk refer to the same concept; similarly, 

the words member and country have been used 

interchangeably. 

 

2. Data Acquisition 
 

This section details the acquisition of primary and 

secondary data. 

 

2.1. Primary Data 
 

The primary data refers to the talks presented at 

UNFCCC 2010. There were 163 talks given by the 

heads of states and governments. We have managed to 

acquire 143 of them from the UNFCCC website since 

some of the talks are not available or easily 

translatable. The talks can be downloaded as PDF files 

and we have used Google's built-in OCR support for 

extracting the text from the PDF files. This process 

does not guarantee full accuracy of data acquisition 

since several words are distorted. On the other hand, 

we have avoided manual work to correct all the text 

documents considering it a) an interesting case of text 

mining, and b) time consuming human effort which can 

be addressed by smart methods. The details of dealing 

with this problem are explained in section 3. There are 

some talks that were presented in the national 

languages. We have used Google's translation facility 

in order to convert those in English. However, these 

have not been considered while creating the feature set. 

The textual data, acquired as described previously, is 

the primary data source for our experimentation 

because it has been given more weight in the analysis. 

However, the secondary source of data is explained in 

the next subsection. 

 

2.2. Secondary Data 
 

The secondary data, in our experimentation, refers 

to the contextual data. It is of two types: Country-wide 

Statistics and Membership of Climate Treaties, 

described earlier in Section 1. The contextual data has 

been acquired from CIA Factbook 

(https://www.cia.gov/library/publications/the-world-

factbook/). The data preparation and representation is 

explained in Section 3.1. The contextual data has been 

given less weight in the analysis in order to amplify the 

impact of speech on the results of analysis. 
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3. Data Preparation and Representation 
 

This section details the steps of data preparation as 

well as its appropriate representation for the analysis. 

Section 3.1 explains the preparation of primary data, 

Section 3.2 explains the preparation of secondary data 

and Section 3.3 outlines the final representation of 

data, which is necessary for the analysis. 

 

3.1. Term Extraction, Validation and 

Weighting 
 

In the primary data, the English text of the 

speeches is available for 106 countries out of 143. This 

is sufficient to create a collection of word features for 

the entire data set, without including the non-English 

speeches. The primary reason for excluding non-

English text is that the Google translation facility 

requires human effort to understand the translation 

better [13] and therefore does not guarantee the exact 

translation. Moreover, if the individual terms, in the 

word features, are not chosen carefully, it may increase 

the feature space, giving rise to sparsity in the 

document vectors [14]. This has a great potential of 

affecting the quality of results by adding numerous 

features that are not meaningful to the analysis, and 

thereby adding to the computational complexity [15]. 

Feature extraction techniques such as principal 

component analysis (PCA) [16], Random Projection 

[17] and many others [18], can help overcoming this 

problem; however, these techniques represent the 

original feature space into a new space. This is not 

suitable for our analysis because we want to preserve 

the original (and meaningful) features in order to 

visualize the distribution of those features over the 

analysis map (as highlighted in the Section 1). On the 

other hand, a suitable feature selection technique can 

help alleviating this problem. Liu et al. [14] outlines 

various methods for reducing the original high-

dimensional space by selecting useful features. In our 

work, we have employed Entropy to select the most 

informational features that comprise the set of terms 

(see also [19]). These features are essentially unigrams 

and bigrams having high entropy values. Considering 

each term vector a random variable T, the entropy H is 

calculated as follows: 

 

H(T ) = p(t)log2 p(t)
tÎT

å            (1) 

The informational terms (unigram and bigrams) 

are selected by setting a threshold on the H(T). Both 

the unigrams and bigrams obtained by this procedure 

are a little more than 1100 each. We have selected 400 

unigrams with a little manual work. However, for the 

bigrams we have marginalized a lot of them based on 

their occurrences in a reference dataset (Europarl: 

http://www.statmt.org/europarl). This gives us nearly 

200 bigrams and we select 35 most informational 

bigrams by a little manual selection. 

Selecting the set of terms require an initial term-

frequency matrix, comprising all the features (or term 

vectors). However, after selecting the features, based 

on entropy values, we perform a second pass on the 

whole document space in order to create a low-

dimensional term-frequency matrix. In this pass, the 

term frequency is not calculated purely based on strict 

comparisons but with a slight tolerance for errors. The 

rational behind this is that the text extracted by Google 

OCR, misspells various words and frequent 

misspellings include missing letters or presence of 

some special characters inside the word. We have used 

a tool for approximate string matching called agrep  

(http://www.tgries.de/agrep/) for this purpose. The 

tolerance level was set to one edit error in the unigrams 

and two in the bigrams. The precision drops slightly by 

this method but the coverage of words or recall [2] is 

high. Finally, the term' frequencies are weighted by 

multiplying them with the inverse of documents in 

which they appear. This is commonly known as tf-idf 

representation. Finally, the term-frequency matrix 

obtained by the aforementioned procedure contains 

each document as a 435 dimensional vector D 

 

D = [uni1,uni2,...,uni400,bi1,bi2,...,bi35]    (2) 

 

where, the first 400 dimensions represent unigrams and 

next 35 represent bigrams. 

 

3.2. Information Extraction and secondary 

data 
 

The preparation of secondary data mainly requires 

parsing the HTML pages of CIAFactbook 

(https://www.cia.gov/library/publications/the-world-

factbook/) for both the Country-wide Statistics and 

Membership of Climate Treaties. This data has only 

been gathered for the countries that presented their 

speeches in UNFCCC. The data preprocessing includes 

mean-centering as well as scaling the values between 0 

and 1. Table 1 shows a snippet of Country-wide 

Statistics that include 29 variables in total. The dataset 

for the Membership of Climate Treaties includes 26 

different treaties (variables) for all 143 countries. Table 

2 shows some of them. The numerical and categorical 
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data shown in tables 1 and 2 respectively represent a 29 

+ 26 dimensional vector for each country. 

D = [stat1, stat2,..., stat29,cat1,cat2,...,cat26 ]  (3) 

 

3.3. Combining Text, Numerical and 

Categorical data 
 

In order to carry out the analysis, the data from 

primary and secondary data sources has been 

combined. Since the secondary data, consisting of 

numerical and categorical values, provides context to 

the textual data, it is weighted less. Thus, the textual 

data will have more influence on the results of the 

analysis and this enables us to visualize the groups of 

countries on the SOM map primarily based on the 

content of the speeches presented in UNFCCC. 

Nonetheless, the real information regarding the 

countries, in the form of statistics, is present in the data 

providing less influential context to the data. The 

strategy to combine data from both the sources, to form 

a unified data V is shown in the following equation. 

 

V = [D1,...,D435]+e[N1,...,N29,N30,...,N55]    (4) 

 

The dimensionality of V is 490 and the value of e  is 

set to a small number in order to reduce the impact of 

numerical and categorical data on the analysis. The + 

sign in equation 4 does not signify an addition 

operation but combining both the datasets (textual + 

numerical and categorical). 

 

4. Experimentation and Results 
 

The experimentation is primarily of two types. In 

the first part of experimentation a SOM map of the 

entire dataset V, as shown in the equation 4, is created 

in order to see the position of data points (precisely 

countries/organizations in the conference) over the 

map. This map is shown in Fig. 1. In this figure, the 

shades of gray denote distances in the original high-

dimensional data space. The darker the color the higher 

the distance is in the original space. The most 

interesting part of the map in Fig. 1, from the analysis 

point of view, is the top left and top center region. In 

this area most of the European and rich countries are in 

the proximity of each other. Moreover, various 

developing countries are scattered in small groups in 

the bottom of the map and a considerably visible group 

of some African countries can be found in the middle 

of the map. 

The next part of experimentation deals with 

analyzing the distribution of various variables or 

components on the map. The first set of variables 

includes unigrams. These are 400 in total; the  
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Fig. 1: SOM map of countries 
 

 

Fig. 2: Component map of unigrams 
 

distribution of a few of them is shown in Fig. 2. The 

light shades of gray on the component maps show large 

values of the corresponding variable and dark shades 

show low values. Thus, we can see that in Fig 2 the 

unigram affect is unevenly scattered throughout the 

map except the top right. However, the top right 

portion is dark, explaining that countries in that region 

have used the word affect lesser than other countries. 

Moreover, we can also find interesting correlations 

between/among the unigrams. For instance, the density 

of operational is higher in those regions where the 

density is higher for affect. Interestingly this is the 

region where many underdeveloped countries are 

located as shown in Fig. 1. The next figure shows a 

component map of bigrams similar to the Fig. 2. 

In Fig. 3 we can clearly see that the distribution of 

bigrams such as climate change, Kyoto protocol, 

developing countries, legally binding etc. is relatively 

higher in the regions of underdeveloped countries. This 

explains a correlation among these bigrams in the 

content of the speeches of underdeveloped countries. 
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The next two figures (Fig. 4 and Fig. 5) show the 

component maps of country-wide statistics and 

membership to the climate treaties respectively. Fig. 4 

shows that Life Expectancy at Birth and Literacy is 

higher in the top regions of the map. This is clearly 

inline with the results shown in Fig. 1 since most of the 

developed world (including European countries and the 

US) is located in the top regions. Interestingly, these 

distributions do not deviate from the general 

understandings about the developed and developing 

world. In Fig. 5 we can see that significant portion of 

component maps of Climate Change and Climate 

Change-Kyoto Protocol are lighter in colors. This 

means that most of the countries have signed both of 

these treaties; however, some countries in the region of 

various African countries (see Fig. 1) have not signed 

Climate Change. 

 

5. Conclusion 
 

In this paper, we present a methodology to perform 

document analysis while putting contextual information 

in the background. The contextual information 

comprises of real statistics and their affect in the 

analysis is marginalized so that the analysis is 

dominated by the textual data. This has further helped 

us comparing the two sets of information and it reveals 

several interesting and obvious findings. We have 

found that the countries that are geographically close to 

each other and/or have similar socio-economic 

conditions are located in the proximity of each other on 

the analysis map. This is reinforced by analyzing the 

distribution of several variables, on the analysis map, 

representing concrete and real information regarding 

the countries. Our findings suggest that the countries 

that belong to similar groups in terms of their socio-

economic conditions tend to speak in a similar manner 

when it comes to addressing the issue of climate 

change. 

Our analyses open several areas of investigations for 

both social scientists as well as computer scientists. For 

example, it is worth asking if the divide between the 

rich, developing and under developed countries is also 

reflected in their actual concerns over the climate 

change. Or, as regards the global warming, do the 

underlying groups of countries (as investigated by this 

research) also take similar steps in order to address the 

challenges of climate change? Another simple step 

further in the context of this research is to take help 

from human experts to annotate the speeches (the data 

can be made available upon request) and then 

measuring the accuracy of the results presented in this 

paper. Finally, a concept level analysis of textual data, 

in a way that data features are essentially concepts (like 

ontologies in Semantic Web), would be an interesting 

investigation to consolidate the results of this papers in 

particular and document analysis in general. A by-

product of such a research is a significant reduction in 

the size of lexicon and thereby the feature space [13, 

20]. In general, we wish that the kinds of analyses 

presented in this paper could contribute in supporting 

sustainable developments in the world. 

 

 
Fig. 3: Component map of bigrams 

 

 
Fig. 4: Component map of numerical stats 
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Fig. 5: component map of categorical data 

regarding climate treaties 
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Abstract 
 

Urdu has 4 heavy syllables or bi-moraic (CVC, 

CVV, VC, VV) and 5 super-heavy syllables (CVCC, 

CVVC, CVVCC, VCC, VVC), “C” denotes consonant, 

“V” light vowel, “VV” long vowel and “CC” denotes 

consonant cluster. In Urdu, “CC” is not allowed in the 

onset position. It only occurs in the coda position. This 

paper aims to consult one of the authentic Urdu 

dictionaries and search all templates with “CC” 

consonant clusters and constraints. It also aims to 

investigate, on one hand, all possible consonant 

combinations and on other hand try to investigate the 

syllabic principles followed in Urdu.  

 

 

1. Introduction 
 

Urdu is national language of Pakistan. “Urdu is 

second or third highest spoken language in the world.  

It is approximately spoken by 591,000,000 people in 

more than ten countries as first or second language” 

[7]. It has rich phonology which has not been fully 

explored yet. Every language has its rules and 

parameters. Some languages take complex onsets and 

other complex codas. Some have complicated syllable 

structure other have easy. Some follow one rule and 

some other. Some languages allow different 

combinations of consonant clusters in coda or onset 

positions. As Persian, Arabic, Hindi, Sanskrit, 

Portuguese and other local languages contribute a lot in 

the vocabulary of Urdu so these languages continue to 

cast their influence in the direction of evolution of 

Urdu. The syllable templates of Urdu are similar to the 

templates of these languages.     

Working on stress in Urdu, Hussain [2]  has 

touched its other aspects as well. Describing syllable 

weight, he has listed 12 syllable templates in Urdu. He 

has divided them into simple and complex onset 

templates and urges further need of study to confirm 

the complex ones. Besides him, Ghazali [4] and Nazar 

[5] have worked on it as well. To some extent they 

agree on the number of templates but differ in their 

opinion in phonotactic constraints and consonants 

clusters in syllables. Akram [6] has also investigated 

the syllabification and phonotactic constraints observed 

in Urdu and come with some new ideas. This paper 

aimed to search such clusters and analyze their 

behavior. For this purpose, an Urdu dictionary Feroz ul 

lughaat [1] was studied.  All the words with consonant 

clusters were collected. Other phonotactic constraints 

were also investigated.  

 

2. Literature Review  
 

2.1. Syllable 
 

“Syllable is an essential concept for understanding 

phonological structure” [11, p. 250]. It is an important 

unit of language but controversial to be defined. 

“Different attempts have been made to define the 

syllable in terms of muscular contraction and in terms 

of peaks of sonority but no completely satisfactory 

definition has been found” [12, p. 214]. “It is relatively 

easy for people to count the syllable of a word – much 

easier than counting the segments” [9, p. 250]. 

Ladefoged [3] says that although everybody can 

identify it, nobody can define it. He further states that 

every utterance must contain at least one syllable [3, p. 

230]. Hayes [9] calls it the stressed bearing unit. 

Perhaps everybody finds syllable comparatively easy 

to define that is why no serious attention has been paid 

on defining it. “Every speaker has an intuitive notion 

of how many syllables each word has. It is less easy for 

speakers to reflect consciously on the internal structure 

of a syllable” [13, p. 105].  
 

2.2. Syllable structure 
      

Though the native speakers of any language find it 

easy to tell how many syllables are present in particular 

utterance yet it is difficult to give is proper definition 

that can clarify its phonetic and phonological character. 

The best way to define a syllable is to talk of its 
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segments. A speech consists of two segments i.e. 

consonants and vowels. The universal syllable template 

accepted by most phonologists is denoted by Latin 

symbol σ (sigma). 

 

 σ 

 

 

σ 

 

onset  rhyme 

 

     

  

 

 

nucleus  coda 

 

Figure 1 
 

Onset is a consonant or group of consonants that 

precedes rhyme. Hayes [9] defines onset as consonant 

or sequence of consonants at the beginning of a 

syllable. Rhyme of a syllable consists of the vowel and 

any consonant/s that come(s) after it [3,  p. 230]. The 

nucleus of syllable is the vowel or diphthong found at 

the syllable’s core and functioning as sonority peak. It 

is an obligatory part for a syllable to have nucleus [9, 

p. 251]. It is a vocalic part [3,  p. 230]. The final part of 

a syllable, consists of consonant/s, is called coda. The 

coda and onset are optional parts of a syllable. Onset, 

nucleus and coda are also called constituents of a 

syllable. 

  

 2.3. Syllabification 

 
An analytical procedure of grouping or dividing a 

syllable into its components is called syllabification. 

Bartlett, Kondrak, and Cherry [8] define syllabification 

as the process of dividing a word into its constituent 

syllables. Referring Muller et al. and Bouma, 

Marchand & Damper, they write that technically 

speaking, syllables are phonological entities that can 

only be composed of strings of phonemes. Referring 

Blevins, they say that most of linguists view syllables 

as an important unit of prosody because many 

phonological rules and constraints apply within 

syllables or at syllable boundaries. Citing Goldsmith, 

Akram [6] names it a process that associates a linear 

string of segments with a syllable structure. He further 

writes that from a descriptive point of view, word 

should be factorable into sequences called syllables, 

which should have a specifiable internal structure that 

is roughly constant across the language [14, p. 107].  

2.4. General principles of syllabification 
 

 “The basis on which syllabification is derived 

must be (partly) language specific: every language has 

its own principles of syllabification” [9, p. 251]. Hayes 

[9, p. 252] describes the following three general 

principles of syllabification for any language.   

 Finding the syllable nucleus 

 Syllabic affiliation of consonants 

 An outline scheme for syllabification 

 

 2.5. Theories of syllabification 
 

 “There is debate as to the exact structure of a 

syllable” [8, p. 309]. There is some agreement between 

the linguistis about a nucleus preceded by onset and 

followed by coda being constituents of a syllable. A 

syllable is language specific. Every language has 

different typological parameters. Number of theories 

concerning syllabification have been presented by 

different linguists in different eras.  

  

2.5.1. The Legality Principle. According to this 

principle “a syllable is not allowed to begin with a 

consonant cluster that is not found at the beginning of 

some word, or end with a cluster that is not found at 

the end of some word” (Goslin and Frauenfelder 

quoted in [8, p. 309]). Giving an example of an English 

word admit, he says that according to this principle, it 

is written as [əd-mit]. It cannot be written as [ə-dmit] 

because no word in English starts with [dm] cluster. In 

the same way an Urdu word [əlhəmd] cannot be 

syllabified as [ə-lhəmd] because no cluster is allowed 

in Urdu in the onset position.  

This principle has its limitations and cannot be 

accepted as universal principle for all languages. 

Giving an example of a word like askew [əskju], [8] 

comments that “this principle cannot rule out any of [ə-

skju], [əs-kju], or [əsk-ju], as all three employ legal 

onsets and codas”. 

 

2.5.2. Maximal Onset Principle (MOP). 

According to this rule, maximum consonants are 

preferred in the onset position. “A consonant which 

may in principle occupy either rhyme or onset will 

occupy onset position” (Trasj, 1996, p. 217). In 

Maximal Onset Principle “the consonants are preferred 

in the onset and thus allowing no coda consonants 

except for the word final position” (Golsmoth, 1990, p. 

128 as in [6]). In a word where there are more than two 

consonants, leaving the one in the coda of preceding 

syllable, the rest will go to onset of following syllable 

For example escritoire [eskritwa:] can be syllabified as 

[e-skrit-wa:], [esk-rit-wa:] or [es-krit-wa:]. According 
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to MOP, we assign the position of onset to maximum 

consonants so the division [es-krit-wa:] is correct. And 

the syllabification of [əskju] will be [əs-kju], Urdu 

language is very sensitive to onset. It allows only one 

consonant in the onset position. There are very few 

words in Urdu with have clusters of more than two 

consonants. For example an Urdu compound word 

[?ərzmɚď] has three consonants[rzm], According to 

this principle, it will be syllabified as [?r.zmɚď], 

which is not allowed in Urdu. So it can be said that all 

languages do not follow this principle either. 

    
2.5.3. Maximal Coda Principle (MCP). For 

syllabification, Maximal Coda principle(MCP) is also 

used. Opposite to MOP, this principle prefers 

maximum consonants in the coda allowing no onset 

consonant except for the word initial position. For 

example the word [əskju] will be syllabified as [əsk-ju] 

and [eskritwa:] as [esk-rit-wa:]. As mentioned earlier, 

Urdu is very sensitive to onsets and it does not follow 

MCP. In Urdu syllable, if there is only one consonant, 

then it is preferred in onset. In case of two consonants, 

the first one will go the onset and the other to coda. If 

there is cluster of three consonants, very rare case, then 

it will follow the MCP i.e. two consonants will go to 

coda position leaving one in the onset position. For 

example a word [?ərzmɚď] will be syllabified as 

[?ərz-mɚď], This principle also has flaws to be 

accepted universally. 

    

2.5.4. Sonority Sequence Principle (SSP). This 

principle states that sounds should occur on their 

sonority basis. The sonority of sound is determined 

primarily by the size of their resonance. “The sonority 

of a sound is its inherent loudness, holding factors like 

pitch and duration consonant (Crystal quoted in [8, p. 

309]). Ladefoged [3, p. 227]  defines as “the sonority 

of a sound is its loudness relative to that of other 

sounds with the same length, stress and pitch”. Citing 

Selkirk, [8] describes that “SSP states that sonority 

should increase from the first phoneme of the onset to 

the syllable’s nucleus, and then fall off to the coda”.  

One can observe it by producing vowel and consonant 

sound alternatively. The vocal tract is more open while 

producing vowel sound than that of consonant. 

According to this rule, sonority slope of sounds rises 

from onset to nucleus and then falls to coda. For 

example, an English word vintage [vinti] cannot be 

syllabified as [vi-nti] because [n] is more sonorant 

than [t]. [t] being stop is least sonorant and according 

to SSP, sonority should increase from first phoneme to 

the nucleus i.e. [nt] is not possible cluster. In Urdu 

word [?ərz-mɚď], the coda of first syllable [rz] 

follows SSP as liquid [r] is more sonorant than 

fricative [z].  The sonority hierarchy [14, p. 111] is 

listed in the figure2. 

 

Vowels 

Low vowels 

Mid vowels 

High vowels 

Glides 

Liquids 

Nasals 

Obstruent 

Fricatives 

Affricatives 

Stops 

 

Figure 2: sonority hierarchy by Goldsmith 
 

According to Goldsmith, this is “necessary condition 

for basic syllabification and is universally accepted 

with few exceptions”. 

 

2.6. Urdu Language 
 

 “Urdu is national language of Pakistan and 

spoken by more than 100 million people across a more 

than score countries” [15, p. 01]. “It is popularly 

regarded as offspring of Persian. It borrows words 

from different languages to expand its vocabulary. 

Major languages participating in the camp of Urdu are: 

Persian, Arabic, Portuguese and English” (Saksena, 

1990 quoted in [10]). There are also considerable 

words of Sanskrit and Hind in Urdui. “Urdu belongs to 

the family of New Indo-Aryan (NIA) language, which 

is a sub-branch of the Indo-European language”[2, p. 

39]. “Indo-European language family is the most 

widely studied language as more than half of the 

world’s population speaks one or more of these 

languages either as a mother tongue or as a business 

language” [7]. “Urdu and Hindi both belong to NIA 

Language. They are different literary styles based on 

the same linguistically defined sub dialect” [16, p. 27].  

“In spite of having the same origins and having a very 

similar linguistic structure, Urdu phonetics and 

phonology have diverged form Hindi phonetics and 

phonology. The divergence is perhaps caused by the 

strong Perso-Arabic influence on Urdu and the strong 

Sanskrit influence on Hindi” [2, p. 40]. 

 

2.7. Urdu Templates 
 

As Persian, Arabic, Hindi, Sanskrit, Portuguese 

and other local languages contribute a lot in the 
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vocabulary of Urdu so these languages continue to cast 

their influence in the direction of evolution of Urdu. 

The syllable templates of Urdu are similar to the 

templates of these languages. Not much research has 

been done on Urdu phonology and little material is 

available about the structure of Urdu syllables. The 

work found on Urdu templates is only done by [17] 

and [2]. As mentioned earlier, the identification of a 

syllable of a language is intuitive to native speakers but 

very hard to define. Different theories about the 

syllabification have been given above but none of these 

has proved adequate. The syllable is considered as an 

abstract unit of prosodic organization through which a 

language expresses its phonology.  

Recently, among the United States linguists, there 

has been found a trend of defining “mora as the 

element bearing phonological weight”. [18] describes 

that the linguists like Hyman, McCarthy & Prince, Ito, 

Hayes, Archangeli are of the opinion that “mora plays 

a major role in syllabic structure”. In the theory of 

Hayes, moras have replaced syllables altogether. The 

basic concept expressing syllabicity is the Weight Unit 

(WU). Each segment has a WU.  

 

2.7.1. Mora. Han in [19] defines mora as a “unit 

equal to a short syllable”. Ladefoged defines it as “a 

unit of timing”. Long vowels are often considered to be 

bimoric, whereas short ones are monomoraic. Husssain 

describes it as “a time unite equivalent to a single short 

vowel”. However, a mora is not a “species of sound 

but rather an elementary prosodic unit …… like the 

syllable ….intervening between the [syllable] and the 

phonetic string” (McCarthy and Prince, and Hayes as 

in [11, p. 392]). 

 

2.7.2. Moraic Structure. Syllables are divided into 

moras, which function as WU. Moraic structure of 

languages can vary. For example, in some languages 

like Latin, both CVV and CVC syllables are counted as 

heavy (figure 2) and CV as light. Other languages, 

CVC does not count as heavy (figure 3).  

 

2.7.3. Moraic Languages. Moraic languages are 

those in which “the mora plays a part in the phonology 

or the metrical system”. The distinction between mora-

timing and syllabic-timing languages is not clear. From 

terminology “mora-timing” does not mean “moraic”. 

In a mora-timing each mora takes approximately the 

equal time to be pronounced. It means that a heavy (2-

mora) syllable will take twice as long as a light mora. 

So a moraic language is not essential to be moraic-

timing language. These two ideas stand quite apart.  

 

2.7.4. Syllable template. The study reveals that “the 

syllable templates of any language provide a better 

understanding of the phonological properties of that 

language”. The templatic syllabification permits a 

simpler and more successful analysis of a language. 

“Syllable templates represent a fixed static set of 

constraints that dictate the syllable structure in the 

language concerned”. “Templatic syllabification may 

need some revision” [11, p. 276] but it still stands valid 

for elementary syllable inventory like Arabic. 

 

a) σ  b) σ 

   

 

  µ (= [ta]) 

    µ µ (= [ta:]) 

 

 t a t ɑ  

 

   σ 

c) 

 

     µ µ (=[tat]) 

      

 

 t a t 

(adapted from 

www.rnsoke.home.xs4all.nl/CV/publicaties/proefschrif

t/diss2.pdf) 

Figure 3 
 

2.7.5. Syllable Structure of Urdu Templates. “A 

syllable template is formulated in terms of sequence of 

consonants and vowels” [5].  For example, “a syllable 

template of Arabic language is CV(V)C, where C 

denotes a consonant, V denotes vowels and ( ) stands 

for optional templatic element” [11, p.270]. Using the 

moraic concept, it can be said that a short vowel in 

Urdu is mono-moraic and long vowel a bi-moraic. In 

Urdu both vowels and coda consonants are moraic. 

Consonant clusters in the coda of a syllable are 

bimoraic. Open syllable with short vowels are mono-

moraic. Closed syllable with short vowels and open 

with long vowels are bi-moraic. “Closed syllables with 

long vowels or with short vowels and coda cluster are 

tri-moraic” [2, p. 44-45]. “The moraic differences are 

represented as a difference of the weight of the 

syllables. Mono-moraic syllables are called light, bi-

moraic are called heavy and tri-moraic syllables are 

called super heavy” [2, p. 45]. Urdu language counts 

each short vowel and consonant as mono-moraic, long 

and nasal vowels bi-moraic and consonant cluster is 

also bi-moraic. In Urdu two consonants are allowed in 

the coda position. (See 2.5.3 and 2.5.4).  
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2.8. Templates and Constraints  
 

Though Urdu is one of the largest spoken and 

understood language of the world yet little work has 

been done on its phonetic and phonology. Referring 

[17, p. 17-19], Akram [6] relates that “a word is made 

up of at least two sounds a consonant and a long 

vowel, but no words begin with a long vowel nor with 

consonants r, rʰ or ŋ nor ends in ŋ. Short vowels ə, 

cannot occur consecutively within a word nor can any 

one of them follow the middle consonant of three 

consonants syllable. The biggest Urdu word is tri-

syllabic hence complex words containing more than 

three syllables are compressed and sounds are 

assimilated to three syllables”.  

Talking about phonotactic constraints, [2] has 

related that open syllables with short vowels do not 

occur in the word final position. He further says that 

there can be complex codas and complex onsets in 

Urdu syllables; however, “there are limitations on 

formation of these complex onsets and codas” [2, p. 

41]. For the formation of syllable, he describes two 

conditions. “First of all sonority sequencing principle 

should be satisfied. Secondly, these complex codas can 

contain at most two consonants. If there are two 

consonants in the onset, the second consonant in the 

onset is limited to the glides /w/ or /y/ or may be /h/”.  

Relating the position of two consonants in the codas, 

he says that “first consonant is limited to a voiceless 

fricative (/f/, /s/, /ʃ/ or /x/) or nasals (/m/ or /n/)”. He is 

also of the opinion that “alveolar flap cannot occur in 

the onset position” [2, p. 42]. 

Ghazali [4] and Nazar [5], in their reports, have 

described eleven (CV, CVC, CVCC, CVV, CVVC, 

CVVCC, V, VC, VCC, VV, VVC) syllable templates, 

they found in their researches.    

     Ghazali [4] has divided these templates into five 

categories. He enlists 2 light syllables or mono-moraic 

(CV, V), 4 heavy syllables or bi-moraic (CVC, CVV, 

VC, VV) and 5 super-heavy syllables (CVCC, CVVC, 

CVVCC, VCC, VVC). Both of the above persons 

agree on CVV to be the most and VC, CVVCC and V 

least frequent syllable respectively.  

     Relating the phonotactic constraints, Ghazali [4] 

claims to have  found one restriction that in CVC 

template, “consonants in the onset and coda are 

allowed to be same only if they belong to the set /t/, /ţ 

/, /l/, /ʃ/, /s/, /b/, /m/, /p/, /ʧ/. Talking about Hussain’s 

[2,  p. 42] opinion about phonotactic constraints, he 

writes that first coda consonant could also be /l/, /z/, /r/, 

/ɤ/, /b/, ţ// or /k/ other than fricatives or nasals”. He 

concludes his discussion about templates by saying 

that there are only six basic templates in Urdu and rest 

five have been derived from these basic ones.  

Akram also agrees with Ghazali and Nazar on the 

number of templates found in Urdu. Discussing the 

syllable structure of Urdu, he relates that “Urdu is 

onset loving language as if there is only one consonant 

in between two vowels then it prefers it in the onset 

rather than in the coda”. For example [azar] will not be 

pronounced as [az.ar] but [a.zar].  If there are “two 

consonants together at the end of the word than they 

both will go in the onset and the coda respectively i.e. 

first will go in the coda of the first syllable and the 

second in the onset of the second one”. For example 

[abdoz] will not be as [a.bdoz] or [abd.oz] but [ab.doz]. 

The cases of three cons active consonants occurring in 

the middle of the syllable are very rare. In case of their 

presence, the first two will go to the coda of the first 

syllable and third in the onset of the next syllable. For 

example [gondni] will be [gond.ni] not as [gon.dni].  

 

2.9. Summary 
 

Syllable, the smallest unit of speech sound, 

consists of three constituents; onset, nucleus and coda. 

There are different syllabification theories, some of 

which have been discussed in this paper. Every 

language has its constraints and parameters. Some 

languages take complex onsets while other complex 

codas. Urdu is very sensitive to onset position and 

takes only one consonant. In the coda position it takes 

maximum two consonants. There are some sounds 

which are orthographically present but missing from 

the spoken language. Sometimes speaker use 

epenthesis to make pronunciation easy. The 

fundamental templates found in Urdu are CV, CVC, 

CVV, CVCC, CVVC and CVVCC where C denotes 

consonant and V denotes vowel. Urdu is moraic 

language where short vowel is mono-moraic, long and 

nasal vowels are bi-moraic. Consonant in Urdu is also 

mono-moraic. With the deletion of some sound or 

usage of epenthesis, the template undergoes a change. 

For example, orthographically an Urdu word abr [?əbr] 

has CVCC template structure but when a speaker 

deletes glottal stop, it becomes [əbr] with VCC 

template. In the same way [sərʰ-ɑ-ne] has CVC-VV-

CVV template structure but now in present Urdu it is 

produced as [sər-hɑ-ne] with CVC-CVV-CVV 

template structure. With the deletion of [h] sound from 

[sʋbh] (mornig), it becomes [sʋbɑ]. Hence template 

CVCC changes to CVCVV. In same way sang [səng] 

(accompany) has CVCC and when [n] nasalizes the 

preceding vowel, it becomes [sɚŋ] with CVVC. Urdu 
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word [?əql] (wisdom) has CVCC template and when 

[ə] is inserted [?əqəl], templates becomes CVCVC. 

 This paper aims to study the syllables templates, 

consonant clusters, constraints in Urdu. 

  

3. Methodology 
 

The best medium to study the phonology of any 

language is either its dictionary or native speakers of 

the target language. As my paper aimed to study all 

consonant clusters available in Urdu, so dictionary 

seemed the best medium to study them. For this 

purpose, I have selected “Urdu Feroz ul lughaat” 

containing more than one lac words, proverbs and 

idiomatic sentences.  

All the root words with “CC” cluster were copied 

to examine the behavior of the clusters. All the words 

were transcribed and target templates were identified. 

Words belonging to English origin were not 

considered. “[n] has two orthographic representations 

for nasal. One of which is called “noon ghunna” like 

[hãs] (smile) and other is “noon” like [hǝns] (swine)”. 

In current study, only noon sound was considered as 

noonghunna only nasalizes the preceding vowel. 

In the first step all words with consonant clusters 

were searched and enlisted. In the second step, 

frequency of all clusters was found (see Appendix A). 

Sounds on basis of manners were also grouped. 

 

4. Results 
 

In Fero-ul-lughaat, 699 words having 702 

consonant clusters have been found (see Appendix A). 

None of these was found following the MOP and 242 

out 702 clusters were observed violating SSP.   

Total templates with CC clusters   = 702 

The number of templates violating SSP  = 242   

Other cluster combinations are: Fricative-stops =168, 

Tap-stops = 077, Both stops = 046, Tap-fricatives = 

043, Fricative-taps = 040, Both fricatives and 

Fricatives-nasals = 039, Stop-fricatives = 038, Stop-

taps = 037, Fricatives-liquids = 027, Liquid-stops = 

022, Stop-liquids and Stop-nasals = 016, Nasal-

fricatives = 015, Tap-nasals = 014, Nasal-stops = 012, 

Liquid-fricatives and Tap-affricatives = 010, 

Affricative-stops and Affricative-fricatives = 005, Both 

nasals = 004, Nasal-liquids, Affricatives-taps, Nasal-

taps, Liquids-nasals and Affricative-nasals = 003, 

Liquids-nasals and Fricative-affricatives = 002, 

Affricative-liquids and Fricative-retroflex = 001, Both 

approximants, Both Affricatives, Both Liquids, Both 

Taps, Nasal affricative, Liquid affricatives, Stop 

affricatives, Tap liquids and Liquid taps = 000.  

As mentioned above these results were bases upon 

Urdu dictionary Feroz ul lughaat.  

 

5. Discussion 
 

Urdu is a language which has the ability to absorb 

new words in it easily. As Persian, Arabic, Hindi, 

Sanskrit, Portuguese and other local languages 

contribute a lot in the vocabulary of Urdu so these 

languages continue to cast their influence in the 

direction of evolution of Urdu. The syllable templates 

of Urdu are similar to the templates of these languages. 

Each language has its own paradigms and parameters 

and puts restrictions on its templates and 

syllabification.  

The data observed reveal that Urdu does not 

follow Maximal Onset Principle (MOP) as it is very 

sensitive to its onsets and allows only one consonant in 

this position. Urdu has mixed behaviour towards 

Sonority Sequence Principle (SSP). It neither follows it 

completely nor goes against it completely. However, it 

follows Maximal Coda Principle (MCP) completely. 

MCP prefers maximum consonants in the coda 

position leaving only one in the onset position. There 

are rare clusters with three consonants in Urdu. Mostly 

there are two consonants clusters. In case of three 

consonants, the two will go to the coda of the 

preceding syllable leaving one to form the onset of 

following syllable. For example a word [gʋzaʃţni] has 

a cluster of three consonants [ʃţn]. According to this 

principle, the first two [ʃţ] will take coda position of the 

first syllable and [n] will occupy the place of coda of 

the following syllable like [gʋ.zaʃţ.ni]  

The number of consonant clusters found in the 

above said dictionary was 185. The cluster [sţ] had 

highest frequency 39 and [rď], [xţ] with 30 and 22 

respectively. (For detail see Appendix B) 

If we talk about the clusters from articulator point 

of view then some of the sounds are more frequent 

than the others. Sometime both consonants in the 

cluster are voiced and other time voiced-unvoiced 

combination is occurring mostly. Some other 

interesting facts have also been found. Fricative-stop 

clusters have been found in the highest number i.e., 

130 out of 168. 

If we observe these clusters in a little detail, then 

we find that in case of both stops, Urdu does not prefer 

both voiced consonants. Unvoiced-unvoiced 

combinations are more preferred e.g., out of 168 

Fricative-stops, 130 are both unvoiced, both voiced, 

unvoiced-voiced, voiced-unvoiced are 13, 19 and 06 

respectively. Similarly 77 Tap-stops with 47 both 
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voiced and 30 voiced-unvoiced; 46 both stops with 03 

both voiced, 11 both unvoiced, 17 unvoiced-voiced and 

15 voiced-unvoiced have been observed.  

Urdu does not take voiced fricatives as second 

consonant, if the first one is tap [r]. Tap [r] also prefers 

unvoiced before it. In case of both fricatives, both 

unvoiced are preferred. Nasals [m], [n] also prefer 

unvoiced preceding fricatives. Both unvoiced stop-

fricatives are preferred in clusters. Tap [r] likes 

unvoiced stops in preceding position. Liquid [l] also 

prefers unvoiced preceding fricatives and unvoiced 

stops in both positions. In case of Stop-nasal cluster 

combination, unvoiced stops are more frequent. Nasals 

also prefer unvoiced fricatives and unvoiced stops in 

the following position. Liquid [l] mostly takes 

unvoiced fricative consonants. Tap [t] prefers voiced 

affricatives in the following position and most of the 

affricative-stops clusters are voiced. Unvoiced 

affricatives do not take unvoiced stops. Nasals are 

always preceded by voiced affricatives. Taps always 

take voiced affricatives before them. There are only 

two examples of fricative-affricative combinations. 

These show that fricative-affricatives are either both 

voiced or unvoiced fricative-voiced affricative 

combination.  

Only one example of Affricative-liquid found 

shows that liquids is followed by voiced affricative. 

Only one fricative retroflex combination was observed. 

(See Appendix C) 

As for as constraints are concerned, primary data 

also reveal that [ʈ], [ʧ], [ɖ], [v], [ɽ], [ʒ] sounds do not 

occur in the first position in “CC” clusters where as 

[ɖ], [ɽ] and [j] do not occur in the second position of 

these clusters. In Urdu, approximant-approximant, 

affricative-affricative, liquid-liquid, tap-tap, liquid-

affricative, nasal-affricative, stop-affricative and tap-

liquid combinations are non-existent. Or we can say 

that Urdu constrains the following cluster 

combinations. 

 None of these clusters has been found in the 

dictionary. Both approximants, Both Affricatives, Both 

Liquids, Both Taps, Liquid affricatives, Nasal 

affricatives, Stop affricatives, Tap liquids, Liquid taps 

 

6. Conclusion 
 

After studying the foresaid dictionary, it was 

observed that overall 185 consonant clusters within 

702 templates were found. The detail study reveals that 

in Urdu that no consonant cluster is allowed in the 

onset position. Maximum two consonants are allowed 

in the coda position (There is one exception [ʔǝmrv] 

pronounced as [ʔǝmr] where [v] is silent). For 

syllabification, in Urdu only MCP is followed. Mostly 

there are clusters of unvoiced sounds. Cluster 

combination of unvoiced fricative-stops is more 

frequent. If both are stops, voiced stops are least 

preferred. If there is fricative-tap cluster, then ratio of 

unvoiced fricatives is higher than voiced ones. Taps do 

not take voiced fricatives after them. 

Unvoiced affricative-stop, affricative-fricative, 

unvoiced affricative-voiced fricative combinations are 

not allowed in Urdu. Nasals and taps are always 

preceded by voiced affricatives. Urdu constrains 

Approximant-approximant, Affricative-affricative, 

Liquid-liquid, Tap-tap, Liquid-affricative, Nasal-

affricative, Stop-affricative, Tap-liquid, Liquid-tap the 

following cluster combinations. 
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Abstract 
 

Part-of-Speech (POS) tagging is process of 

assigning unique grammatical tags to every word in a 

sentence. POS tagset is primary requirement of POS 

tagging process. This research paper discusses various 

grammatical classes of Sindhi with reference to POS 

tagset design and tagging. Various issues like tagset 

design considerations, tagset size and granularity, part 

of speech types, subtypes and their attributes for 

tagging are discussed in detail. General guidelines for 

designing Sindhi POS tagset of any possible size and 

granularity are given. Obligatory and proposed tagsets 

for Sindhi are presented which provide basis for 

further research in part of speech tagging, tagged 

corpus, chunking, syntax analysis, information 

retrieval, part of speech usage analysis and other 

natural language processing applications. 

 

1. Introduction 
 

Part-of-Speech tagging is key research area in 

natural language processing and computational 

linguistics. POS tagging is prerequisite of chunking and 

parsing of natural language text. It is an essential 

requirement to develop computational grammar of any 

language. Information retrieval systems make extensive 

use of POS tags for text indexing. Text to speech 

systems use these tags for pronunciation of words. POS 

taggers are used to tag huge amount of text to develop 

POS tagged corpus which is key resource for text 

analytics and intelligent text processing. Basic 

requirement of POS tagging is a properly defined part 

of speech tagset. 

Despite of few research initiatives of NLP resource 

development for Sindhi language [1], [2], [3], [4] the 

development of Sindhi POS tagset is still an open 

research area. Neither the published work regarding 

tagset design nor the design guidelines are available.  

Following sections discuss tagsets, existing work 

in Sindhi POS tagging, Sindhi word classes and their 

division with reference to POS tagset design, possible 

attributes of word classes, obligatory tagset, and 

recommended tagset of Sindhi in detail. 

 

2. Tagsets 
 

Tagset is a list of lexical entries with their 

grammatical categories or tags (POS tags). Language 

specific tagset is primary requirement of any tagging 

algorithm. Tagset design issues include representation 

of linguistic information needed, size, and granularity 

of the tagset. Generally, larger tagsets are more useful 

but result in lower accuracy and smaller tagsets are less 

useful but result in more accuracy.  

Some example tagsets for English include London 

Lund Corpus [5] with 197 tags, Lancaster UCEREL [6] 

with 165 tags, LOB corpus [7] with 135 tags, Penn 

POS tagset [8] with 48 tags.  

Apart from English, various tagsets are also 

available for other languages including; Urdu [9], [10], 

Hindi [11], Pashto [12], Sindhi [1] and  Punjabi [13]. 

  

3. Existing Work in Sindhi POS Tagging 
 

Sindhi is one of the less resourced languages in 

NLP studies. Only few published research papers are 

available on POS tagging of Sindhi. Which discuss rule 

based and wordnet based POS tagging in Sindhi. A rule 

based POS tagger [1] is first ever published work on 

POS tagging of Sindhi which presents a rule based 

tagging algorithm with a tagset of 67 tags. Few 

disambiguation rules for tags and some tokenization 

issues with tokenization scheme are discussed.   

Sindhi POS tagging using wordnet [2] is another 

published work available. The work is almost identical 

to the above discussed research work. Instead of rules 

wordnet is used for tag disambiguation. 
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A comparison of rule based and wordnet based 

tagging algorithms is given in [3]. The paper concludes 

that wordnet based approach gives more accurate 

results compared to rule based approach. 

Problems with the tagset proposed in above papers 

include un-necessary granularity (for example nouns 

are given twenty different tags), ambiguity in tags 

(generic as well as specific tags are present) and use of 

Preposition tag (in Sindhi prepositions don’t exist 

instead postpositions are used). Also, the tagset does 

not follow any standard guidelines for POS tagset 

design.  

POS tagging research work in Sindhi is still 

subject to research and major areas of concentration are 

POS tagset design and comprehensive approach of 

POS tagging that can serve as the basis of further 

research on parsing, machine translation and other NLP 

applications. 

 

4. Sindhi Word Classes 
 

Sindhi word classes are divided into eight different 

parts of speech which include: noun (اسم), pronoun 

) postposition ,(ضمير) جر حرف ), adjective (صفت), adverb 

) conjunction ,(فعل) verb ,(ظرف) جملو حرف ) and 

interjection ( ندا حرف ). Most of the classes are further 

divided into subclasses. While defining the POS tagset 

word classes and their subclass considerations directly 

affect the size of the tagset. Various issues related to 

the selection of subclasses for defining tagset need to 

be considered before tagset finalization. 

Generally, word classes are divided into two broad 

categories: closed word classes and open word classes. 

Following sections discuss open and closed Sindhi 

word classes in detail.
 

4. 1 Closed Word Classes in Sindhi 
 

Closed word classes in a language are those 

classes which have relatively fixed membership. These 

classes usually contain small number of words 

compared to open word classes. Postposition (حرف جر) 

in Sindhi (preposition in English) is an example of 

closed word class. New postpositions are rarely added. 

Table-1 shows closed word classes of Sindhi and their 

examples. 

 

4.1.1. Pronouns (ضمير). Like other languages pronouns 

in Sindhi are forms that act as a kind for referring a 

noun and are considered closed word class. 

Sindhi pronouns are divided into seven different types 

which include: demonstrative pronoun, wh-pronoun, 

reflexive pronoun, relative pronoun, co-relative 

pronoun, and indefinite pronoun. Personal pronouns 

are further divided into three categories namely: first 

person, second person and third person pronouns. 

 

Table 1: Closed word classes in Sindhi. 
S.No Word Class Examples 

1. Pronoun (ضمير) 
تون، توهان، اسين، مان، 

 آئون، اهُي، اهِي

2. Postposition ( جر حرف ) 
کي، تي، ۾، جو، جا، جي، 

 مان، تان، تائين

3. Conjunction ( جملو حرف ) 
۽، يا، پر، ته به،  پر، ڇاڪاڻ 

 ته

4. 

Intransitive ( لازمي فعل ), 

Transitive ( متعدي فعل ) 

Auxiliaries  ( معاون فعل ) 

، ها، پيو، هلان، آهي، ٿو 

 ڊوڙيو

5. 
Numerals, Cardinals, Ordinals, 

Fractals, Multipliers 

هڪ، پنج،  ڇهون، پنجوڻو، 

 اڌ، منو، پاءُ 

6. Negative, Affirmative ڀلي، ها، ڪونهي، ڪونه، نه  

7. Articles به، پڻ، ئي، ته 

 

Demonstrative pronouns are also divided into two 

categories. Table-2 shows different types of pronouns 

in Sindhi along-with their examples.  

Third person pronouns have ambiguity with 

demonstrative pronouns; for example: third person 

pronouns ho:a هو (that/he) and uhe: اهُي (they) can also 

be demonstrative pronouns. In the sentence ‘ اهُي ڇوڪرا

 is remote ’اهُي‘ (those boys are coming) ’اچن پيا

demonstrative pronoun and in sentence ‘اهُي اچن پيا’ 

(they are coming) ‘اهُي’ is third person pronoun.  This 

ambiguity needs to be resolved during POS tagging 

process. 
 

Table 2: Sindhi Pronouns and their subclasses 

S.No. Type Subtype(s) Example 

1. 

Personal Pronoun 

1st Person   ،اسين آئون، مان،  

2nd Person ،توهان، اوهين تون،  

3rd Person اهي، انهن 

2. 
Demonstrative Pronoun 

Proximate  هيءُ، اهِو 

Remote هو، اهُو 

3. Wh-Pronoun - ڪهڙو، ڇا 

4. Reflexive Pronoun - پاڻ، خود 

5. Relative Pronoun - جهڙو 

6. Co-relative Pronoun - تهڙو 

7. Indefinite Pronoun - ڪونه ڪو 

 

4.1.2. Postpositions ( جر حرف ). Another closed word 

class in Sindhi is postposition. Postpositions usually 

come after nouns, pronouns, adjectives and adverbs 

within their own syntactic position. They show 

relationship between two nouns, noun and pronoun or 

nouns and adjectives. There are two types of 

postpositions in Sindhi: simple postpositions and 

compound postpositions. Another type of postpositions 
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may also be considered as hidden postpositions which 

may be tagged as postposition or postpositional/ 

ablative case of nouns or adverbs. Table-3 shows three 

types of postpositions and their examples. 

 

4.1.3. Conjunction ( جملو حرف ).  Conjunctions in Sindhi 

are divided into copulative, concessive, adversative, 

conditional, interrogative, casual and final categories 

[14] but syntactically all these categories fall into two 

main types coordinate and subordinate conjunctions 

[15]. Table-4 shows these two types with examples. 

 

Table 3: Types of Sindhi Postpositions 
S.No. Postposition Type Example 

1. Simple  ۾، تي، کان، تان 

3. Compound   ِجي اڳيان، جي وچ ۾، کانسواء 

4. Hidden  ڳوٺان، گهران 

 

Table 4: Conjunction types in Sindhi 
S.No. Conjunction Type Example 

1. Coordinate  ۽، يا، پر 

2. Subordinate ،جيتوڻيڪ، تنهن هوندي به جيڪڏهن  

 
4.1.4. Transitive verb ( لازمي فعل ), Intransitive verb 

( يمتعد فعل ) and Auxiliaries ( معاون فعل ). Sindhi verbs are 

divided into four major categories: intransitive, 

transitive, auxiliary and compound verbs. Intransitive 

verbs ( لازمي فعل ) are verbs without object in a sentence. 

For example: in sentence “آئون ڊوڙان ٿو” the word 

  .is intransitive verb ”ڊوڙان“

Transitive verbs ( متعدي فعل ) are verbs with subject 

and object in a sentence. For example: in sentence 

 is a transitive verb as it ”لکي“ the word ”احمد خط لکي ٿو“

has subject “احمد” and object “خط”. Transitive and 

intransitive verbs are further divided into active and 

passive types.  

Auxiliary or helping verbs in Sindhi are used to 

complete the sentence in different tenses. Auxiliaries 

are used with main verbs, adverbs and nouns. 

Examples of auxiliary verb include: يو، ٿوآهي، پ  etc.  
All three types of verbs discussed above are closed 

class type verbs in Sindhi. 

 

Table 5: Participles in Sindhi 
S.No. Participle Type Example 

1. Present Participle ( حاليه اسم  ڊوڙندو، ڏيندي، ڊڄندا (

2. Past Participle ( مفعول اسم  پڙهيل، ڊوڙيو، لڌل، ڳاتو (

3. Future Participle( استقبال اسم  وڃڻو، وڙهڻو، وٺڻيون (

4. Verbal Noun ( فاعل اسم  اپائيندڙ، اپائڻهار،ڪاشيگر (

5. Conjunctive Participle( اسم

 (معطوفي
 کائي، پڙهائي، وٺيو

 

4.1.5. Participles ( مشتق يا ڪردنت ). Participles are 

derived from verb roots. As root forms of verbs are 

closed classes in Sindhi so is the case with participles.  

Five participle types of Sindhi and their examples are 

shown in Table-5. Past participle and future participle 

sometimes act as adjectives in sentences and can create 

ambiguity during POS tagging. 

 
4.1.6. Adjectives (صفت). Few types of adjectives in 

Sindhi which include cardinals, ordinals, multipliers, 

fractals and pronominal adjectives belong to closed 

class and usually new words are not added in these 

types. Table-6 shows examples of such types of 

adjectives. 

 

Table 6: Closed class adjectives in Sindhi 
S.No. Adjective Type Example(s) 

1. Cardinal هڪ، ٻه، چار 

2. Ordinal پهريون، پنجون 

3. Multiplier بيڻو، پنجوڻو 

4. Fractal اڌ، منو 

5. Pronominal Adjective اسين ماڻهو 

 

4.1.7. Adverbs (ظرف). Subset of adverbs also belongs 

to closed class which includes: negative, affirmative, 

temporal, manner, quantity, and pronoun adverbs. 

Table-7 shows different types of closed class adverbs 

in Sindhi. 

 

Table 7: Closed class adverb types in Sindhi 
S.No. Adverb Type Example(s) 

1. Temporal Adverb ڪڏهن، هينئر  

2. Manner Adverb آهستي، ڏاڍو 

3. Negation Adverb نه، ڪونه 

4. Quantity Adverb ڪيترا، گهڻا 

5. Affirmative Adverb ها، ڀلي 

6. Pronoun Adverb هيئن، هونئن 

 

4.1.8. Articles (حرف). Articles also belong to closed 

word class. Examples of articles include: به، پڻ، ئي، ته. 

 

4.2 Open Word Classes in Sindhi 
 

Major open classes in most of the languages are: 

nouns, verbs, adjectives, adverbs and interjections. 

Sindhi also has these open classes. Following sections 

discuss open Sindhi classes in detail. 
 

4.2.1. Nouns (اسم). Three categories of Sindhi Nouns 

are: proper noun ( خاص اسم ), common noun ( عام اسم ) and 

abstract noun ( ذات اسم ). Like all languages of the world, 

noun in Sindhi is open word class. Table-8 shows 

examples of three types of noun along-with newly 

included words in these classes. 
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Table 8: Types of Sindhi Nouns 

S.No. Noun Type Example 
Newly Included 

Word(s) 

1. Proper Noun 
احمد، ڪراچي، 

 پاڪستان

انٽرنيٽ، مائڪروسافٽ، 

 نوڪيا

3. Common Noun 
ملڪ، شهر، 

 ڪتاب
، ڪمپيوٽراي ميل، اٿارٽي  

4. Abstract Noun 
اڇاڻ، ٿڌاڻ، 

 شاهوڪار
 ڪنيڪٽيوٽي

 

4.2.2. Adjectives (صفت). Adjectives define properties 

of nouns. Most of the native Sindhi adjectives belong 

to closed class as cardinals, ordinals, multipliers, 

fractals and pronominal adjectives discussed in section 

4.1.6. But there are examples of adjectives which are 

adopted from other languages. For example: in the 

sentence “ ٺاهي سائٽ ويب اينيميٽيڊ هڪ احمد ” the word 

 is an adjective which is adopted and is ”اينيميٽيڊ“

transliterated form of English word “animated”.  The 

word خوبصورت  and شاندار are also examples of adopted 

words in Sindhi adjectives. 

 

4.2.3. Adverbs (ظرف).  Temporal, manner, negation, 

quantity, affirmative, and pronoun adverbs usually 

belong to closed word classes as discussed in section 

4.1.7.  Space, noun and adjective adverbs belong to 

open class types. As nouns and subset of adjectives 

themselves are open class types so is the case with 

noun and adjective adverbs.  For example: in the 

sentence “آن لائن هليو اچ” the word “ ئنآن لا ” can be 

considered as space adverb or noun adverb.  

 

4.2.4. Compound Verbs (  The only open .( فعل مرڪب 

class verb types in Sindhi are compound verbs. 

Compound verbs in Sindhi are formed by combining 

nouns, adjectives/adverbs and participles with verbs. 

Table-9 shows examples of compound verbs and newly 

formed compound verbs. 

 

Table 9: Sindhi Compound Verbs 

S.No. 
Compound 

Verb 
Description 

Newly adopted 

Compound 

Verb(s) 

راند ڪرڻ،  .1

شادي ڪرڻ، 

 عرض ڪرڻ

Formed by combining 

nouns with verbs 
چيٽ ڪرڻ، اي 

 ميل ڪرڻ

3. 
خوش ٿيڻ، 

 ناراض ڪرڻ

Formed by combining 

adjectives/adverbs 

with verbs 

آن لائن ٿيڻ، آف 

 لائن ڪرڻ

ڪري پوڻ،  .4

بکيو ڇڏڻ، ٻڌي 

 سگهڻ

Formed by 

Combining verbs and 

participles 

 ڪنيڪٽ ٿيڻ

 

4.2.5. Interjection (حرف ندا). Interjections convey 

emotions in sentences. There are a small number of 

interjections used in Sindhi. Few examples are:  ،واه واه

 ,However .شاباس and  هاءِهاءِ!، افسوس!، گهوڙا!، ڪاش!، اڙي!

new emotions can be included at any time therefore, 

interjections belong to open class type.  

 

5.  Developing a Sindhi POS Tagset 
 

According to EAGLES (Expert Advisory Groups 

on Language Engineering Standards) [16] guidelines 

for morpho-syntactic tagging of languages three 

different levels of constraints may be considered for 

POS tagging are: obligatory, recommended and 

optional. Following sections discuss and present 

obligatory and recommended tagsets for Sindhi 

according to EAGLES guidelines. 

 

5.1. Obligatory POS Tagset for Sindhi 
 

EAGLES guidelines recommend only one attribute 

as obligatory tag for every grammatical category. 

Therefore, the obligatory POS tagset for Sindhi 

according to EAGLES guidelines will be as given in 

Table-10. 

The NU (numeral) tag is used to tag numeric 

values in text, PU (punctuation) is for tagging 

punctuation marks, as punctuation marks are treated as 

words in POS tagging. The tag ‘R’ (residual) is used 

for foreign words or mathematical formulae.  

 

Table 10: Obligatory Tagset for Sindhi 
 

N 

 

[noun] 

 

V 

 

[verb] 

 

AR 

 

[article] 

PN  [pronoun] AV  [adverb] NU [numeral] 

PP [postposition] C     [conjunction] PU  [punctuation] 

AJ 

 

[adjective] 

 

I      [interjection] R  [residual] 

 

5.2. Recommended POS Tagset for Sindhi 
 

The recommended POS tags for widely recognized 

grammatical categories of Sindhi according to 

EAGLES guidelines are discussed below. Appendix-A 

shows recommended attributes and their values for 

various word classes. At some places due to language 

specific features of Sindhi these recommendations may 

differ from EAGLES guidelines. 

Noun (N) can have three different tags: common 

noun (NC), proper noun (NP), and abstract noun (NA). 

These basic tags can be further extended to 

recommended and optional tags as per EAGLES 

guidelines. For example: an intermediate tag for 

common noun, masculine, plural, nominative can be 

N1121, in which every position represents the attribute; 
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number at that position represents one of the attribute 

values given in Appendix-A.  The intermediate tag can 

have an equivalent final tag NCmsn. This method can 

be extended for every attribute and value of noun class. 

However, this will result in 36 different tags for nouns 

which is theoretically more complete and useful but 

practically infeasible. Due to increase in number of tags 

automatic tagging of corpus will be exponentially 

complex as this increase directly affects the accuracy of 

tagging algorithms [17]. Therefore three basic tags for 

nouns are considered. However, according to attribute 

values of nouns given in Appendix-A there can be any 

number of possible tags. Table-11 shows proposed tags 

for nouns. The intermediate tags shown in the table are 

generated according to EAGLES guidelines from 

subtype attribute values of Appendix-A. For instance: 

in N2000; N refers to noun, 2 is type of noun (proper 

noun), and three 0’s show that none of the gender, 

number and case attributes is considered for tagging. 

 

Table 11: Proposed tags for Sindhi nouns 
S.No. [TAG] Word 

Class 

Intermediate 

TAG 

Example 

1. [NC] Common 

Noun  اسم عام 
N1000  .اسانجو آهي <NC> هي گهر 

2. [NP] Proper 

Noun   اسم خاص 

N2000 <NP> ڪراچي   

 تمام وڏو شهر آهي. 

3. [NA] Abstract 

Noun اسم صفاتي  
N3000 <NC> هي سيٺ 

<NA> ماڻهو آهي. شاهوڪار   

 

Seven different types of pronouns and their basic 

tags are: personal pronoun (PP), demonstrative 

pronoun (PD), wh-pronoun (PWh), reflexive pronoun 

(PRF), relative pronoun (PRL), co- relative pronoun 

(PCR), and indefinite pronoun (PI). Personal pronoun 

(PP) is further divided into first person (PP1), second 

person (PP2) and third person (PP3) types. In 

Appendix-A attribute DemType at (vi) is used only for 

demonstrative pronouns, which are further divided into 

proximate (PDP) and remote (PDR) types and are 

proposed to be considered for basic tagset. Total ten 

different tags are proposed for pronouns.  In Sindhi 

demonstrative pronouns are also used as third person 

personal pronouns and this ambiguity needs to be 

sorted out in tagging algorithm. Table-12 shows 

different tags for pronouns with examples. 

Verb (V) attributes are divided into ten different 

categories. Auxiliary and main verbs are considered in 

tagset design. According to transitivity type main verbs 

are divided into: transitive (VT), intransitive (VI), 

casual transitive (VC), casual transitive double 

(VCTD) and casual transitive double twisted 

(VCTDT).  All transitive and intransitive verbs are 

further divided into: active and passive types. These 

active and passive forms are handled via voice attribute 

in recommended attributes given in Appendix-A. Verb 

participles are divided into five different types and are 

tagged separately in the tagset. Tags of these five 

participles are: present participle (VPPrs), past 

participle (VPPst), future participle (VPFutr), verbal 

noun (VPVNn)  and conjunctive participle (VPConj). 

Table-13 shows different verb type tags. 
 

Table 12: Proposed tags for Sindh pronouns 

 

Adjective (AJ) tags can be divided into: 

characteristic (AJ1), cardinal (AJC), ordinal (AJO), 

pronominal (AJP), aggregate (AJA), quantifier (AJQ), 

fractal (AJF) and multiplier (AJM). Adjective types 

and their tags are shown in Table-14. 
Adverb (AV) tags include: temporal adverb 

(AVT), space adverb (AVS), manner adverb (AVM), 

negation (AVNEG/NEG), quantity adverb (AVQ), 

affirmative adverb (AVA), noun adverb (AVN), 

adjective adverb (AVAJ) and pronoun adverb (AVP). 

Table-15 shows adverb types and their tags. 

Two types of postpositions (prepositions are not 

used in Sindhi) are: simple and compound and have 

(PP) and (PPC) tags respectively. Table-16 shows 

postposition types and their tags. 

Conjunctions are syntactically divided into: 

coordinate (CC) and subordinate (CS) types. 

Interjection has tag (I) and is not further divided 

into any type. Conjunction and Interjection types with 

tags are shown in Table-17. 

S.No. [TAG] Word Class                                Example 

1. 
[PP1] 1st Person Pronoun متڪلم ضمير  

.هلان ٿو  <PP1> آئون 

2. 
[PP2] 2nd Person PN مير حاضرض  

<PP2> اچو ها ته سٺو ثئي ها.    اوهين

3. 
[PP3] 3rd Person PN غائب ضمير  

.ڇوڪرا ڏاڍا تڪڙا آهن  <PP3>   اهي

4. 
[PDP] Demonstrative Pronoun Proximate ويجهو اشارو ضمير  

ڇوڪرو آهي.  <PDP> هيءٌ    

5. 
[PDR] Demonstrative  Pronoun Remote ڏور اشارو ضمير  

ڇوڪرو آهي.  <PDR> هو 

6. 
[PWh] Wh-Pronoun   استهفام ضمير 

ڪم.  <PWh>هتي ڪهڙو <PP2> تنهنجو  

7. 
[PRF] Reflexive Pronoun مشترڪ ضمير  

.آهي ڪيو ڪم <PDP>هي<PRF>پاڻ<PP1>   مون

8. 
[PRL] Relative Pronoun  موصول ضمير  

.ڀرڻي  <CRP> <REP> تهڙي ڪرڻي   جهڙي

9. 
[PCR] Co-relative Pronoun موصول جواب ضمير  

.ڀرڻي  <PCR> <PRL> تهڙي ڪرڻي   جهڙي

10. 
[PI] Indefinite Pronoun ضمير مبهم 

.ايندو ته  <PI> ڪو ڪونه  
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Table 14: Adjective types and tags 
S.No. [TAG] Word Class 

1. 
[AJ1] Characteristic Adjective صفت  

ڇوڪر آهي.  <AJ1> وعارف سلڇڻ  

2. 
[AJC] Cardinal عددي صفت  

 اڪبر مون کان پنج <AJC>سئو اڌارا ورتا.

3. 
[AJO] Ordinal قطاري صفت  

نمبر آيو.  <AJO> شمس ڊوڙ ۾ پنجون 

4. 
[AJP] Pronominal Adjective ضميري صفت 

ماڻهو لاڙ جا.  <AJP> اسين 

5. 
[AJA] Aggregative Adjective  مطلق صفت  

ئق ڪونهي. انعام جي لا <AJA> اوهان مان هڪ به 

6. 
[AJQ] Quantifier صفت مقداري  

ماڻهو گوڙ ڪندا.  <AJQ> گهڻا 

7. 
[AJF] Fractal عدد جا جزا 

کير وٺي آ.  <AJF>  ُپاء 

8. 
[AJM] Multiplier عدد جو ڀيرو    

ٿي وئي.  <AJM> تيل جي قيمت پنجوڻي 

Table 15: Adverb types and tags 
S.No. [TAG] Word Class                   Example 

1. 
[AVT] Temporal Adverb زمان ظرف  

.آهي آيو   < AVT > هينئر احمد  

2. 
[AVS] Space Adverb   مڪان ظرف  

.نه ويهو  < AVS > هيٺ 

3. 
[AVM]  Manner Adverb تميز ظرف  

.آهي  < AVM >  ڪار جو چڱوهي همراه ڪم  

4. 
[AVNeg] Negation Adverb نفي ظرف  

.ايندو  < AVNeg > هسليم ڪون  

5. 
[AVQ] Quantity Adverb مقدار ظرف  

و.هوندا ته گوڙ ٿيند  < AVQ > ماڻهو گهڻا 

6. 
[AVA]  Affirmative Adverb اثباتي ظرف   

.هليو اچ  < AVA >تون ڀلي 

7. 
[AVN] Noun Adverb ظرف اسميه  

. اچ هليو  < AVN >اڳيان 

8. 
[AVAJ]  Adjective Adverb ظرف صفتي  

.ڳالهاءِ  نه  < AVAJ >ڏاڍيان 

9. 
[AVP] Pronoun Adverb ظرف ضميري  

.چئو توهين  < AVP >  ِجيئن پوء  

 

Table 16: Postposition types and tags 
S.No. [TAG] Word Class 

1. 
[PP]Post Position جر حرف  

.پئو  <PP> ۾ کڏ وڃي  

2. 
[PPC]Compound Post Position   مرڪب حرف جر

.ويو هليو  <PPC>  ِاحمد اسان کانسواء  

 

Table 17: Conjunction, Interjection types and 

tags 
S.No. [TAG] Word Class 

1. 
[CC] Coordinate Conjunction 

.سليم گڏجي آيا  <CC> ۽ احمد  

2. 
[CS] Subordinate Conjunction 

هو ڪونه مڙيو.  <CS> ڏاڍو چيو مانس تنهن هوندي به 

3. [I] Interjection حرف ندا 

.تون اچين ها  <INJ> !ڪاش 

 

Pronominal suffixes (PSx) are commonly used in 

Sindhi like few other south Asian languages. Due to 

complex nature, important morpho-syntactic structure 

and major role in semantics pronominal suffixes are 

considered as a different word class for POS-tagging 

purpose. 

Three types of pronominal suffixes are nominal 

(PSxN), postpositional (PSxP) and verbal (PSxV). 

Other attributes are not considered in tagset being 

proposed; however, one can consider other attributes of 

Appendix-A and generate tags accordingly. Table-18 

shows different types of pronominal suffixes and their 

tags. 

Articles are assigned article (A) tag. Only few 

articles are there in Sindhi as discussed in section 1.1.8. 

Residual (R) is considered for foreign words, 

formulas, acronyms etc. Residuals can be assigned 

Table 13: POS tags for Sindhi verbs 

S.No. [TAG] Verb Class                                   Example 

1. 
[VIA]  Active Intransitive Verb فعل لازمي معروف 

ٿو.  <VIA> آئون ڊوڙان 

2. 
[VIP] Passive Intransitive Verb مجهول لازمي فعل  

.ٿو  <VIP> گاڏي ۾ چڙهجي 

3. 
[VTA] Active Transitive Verb فعل متعدي معروف 

.ٿو  <ATR>   لکان خط مان

4. 
[VTP] Passive Transitive Verb فعل متعدي مجهول   

.ٿو  <PTR> جيخط لک  

5. 
[VCTA] Active Casual Transitive Verb   بالواسطه معروففعل متعدي   

.ٿو  <ACT> مان خط لکايان 

6. 
[VCTP] Passive Casual Transitive Verb  متعدي فعل  
<PCT>                              .ٿو   بالواسطه مجهول لکائجي خط  

7. 
[VCTDA] Active Casual Transitive Double Verb  فعل  

ٿو        ٻٽومعروف بالواسطه متعدي <DCT>مان خط لکارايان 

8. 

[VCTDP] Passive Casual Transitive Double Verb  
   مجهول ٻٽو بالواسطه متعدي فعل

لکارائجي ٿو.  <VCTDA> خط     

9. 

[VCTDTA] Active Casual Transitive Double 

Twisted  Verb    ٻٽودهروفعل متعدي بالواسطه   

ٿو  < VCTDTA > خط لکارارايان مان  

10. 

[VCTDTP] Passive Casual Transitive Double 

Twisted  Verb    مجهولفعل متعدي بالواسطه ٻٽودهرو  

.ٿو  < VCTDTP >   خط لکارارائجي  

11. 
[VAux] Auxiliary Verb معاون فعل  

<VAux> مون خط لکيو آهي 

12. 
[VPPrs] Present Participle اسم حاليه 

.ويو گهر  < VPPrs >   هوڊوڙندو 

13. 
[VPPst] Past Participle مفعول اسم  

آهي  < VPPst > اهو ڪتاب ڦاٽل  

14. 
[VPFutr] Future Participle اسم استقبال 

.آهي  <VPFutr> مون کي خط لکڻو 

15. 
[VPVNn] Verbal Noun فاعل اسم  

.روڪيو کي  <VPVNn> هلائيندڙ گاڏي  

16. 
[VPConj] Conjunctive Participle معطوفي اسم  

.ويندو گهر  <VPConj> پڙهائي کي ٻارن استاد  
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many tags according to their types but only one tag (R) 

is considered for all residuals.  

Numerals are numbers which occur in text. These 

numbers are tagged as numeral (NU) tags. 

Other tags considered for proposed tagset include 

DATE, Title (divided into Pretitle (PRT) and posttitle 

(POT)) and sentence marker (SM). Table-19 shows 

various tags and examples including article, residual, 

numeral, title, sentence maker and date.  

 

Table 18: Pronominal suffix types and their 

tags 
S.No. [TAG] Word Class                              Example(s) 

1. 
[PSxN] Pronominal Suffix with Nouns (Nominal 

Suffix) متصل ضمير اسميه  
 پٽم، پڻس، چاچهين

2. 
[PSxV] Verbal Pronominal Suffix متصل ضمير فعليه  

 اٿم، اٿئون، لکندم

3. 
[PSxP] Postpositional Pronominal Suffix ضمير جري 

 کين، ساڻس، وٽئون                                                      متصل

  

Table 19: Miscellaneous Tags 
S.No. [TAG] Word Class Example 

1. [AR] Article به، ، ته، ئي، پڻ 

 [R] Residual IBM, ڪ.ن  , Device 

 [NU] Numerals 12, ۳۲،444  

 [PRT]Pre title محترم، جناب، سائين 

 [POT]Post title صاحب، خان 

 SM <SM>.اٿي ته هلون 

 DATE 12/12/2011,   2102فيبروري  01 

  

As discussed earlier, POS tagset design 

considerations depend on the purpose for which tagset 

is being designed.  The intension of proposed tagset 

usage is to tag a corpus with necessary tags, so that it 

can be used for syntactic analysis and parts of speech 

usage analysis in Sindhi text. Therefore, necessary 

level of granularity is considered. For example: only 

two tags for verbs are considered: main verb (V) and 

auxiliary verb (VAux); all verb types other than 

auxiliary are tagged as main verbs. Verb participles are 

also tagged separately as discussed in section 1.1.5. 

Compound verbs are not treated separately but their 

individual parts are separately tagged.  

The proposed tagset is shown in Table-20. The 

tagset contains total 52 tags. The table shows proposed 

tags with intermediate tags; these intermediate tags are 

generated by using attributes and values given in 

Appendix-A as per EAGLES guidelines.  

 

6. Conclusion 
 

Discussion on various issues  about the open and 

closed Sindhi word classes, tagset design issues in 

general, and Sindhi tagset design in particular,  

proposed tagset and attribute values of Sindhi word 

classes will provide basis for further research in various 

fields of Sindhi NLP. The proposed tagset discussed 

and presented provides basis for POS tagging and 

tagged Sindhi corpus construction. While designing the 

tagset necessary granularity level is considered to cope 

with the basic word level syntactic information and is 

therefore useful for parts of speech usage analysis in 

Sindhi corpus. The syntactic analysis of tagged corpus 

with these tags is also possible. The tagged corpus can 

also be used as training corpus for automatic grammar 

learning applications. By using the EAGLES guidelines 

and the word class attribute values of Appendix-A 

automatic tagset generation can also be implemented 

depending on the NLP application requirements. 
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Table 20: Proposed Sindhi POS Tagset 
S.No. TAG Intermediate Tag  Word Class 

1 NC N1000  Common Noun  

2 NP N2000  Proper Noun 

3 NA N3000  Abstract Noun 

4 PP1 P100010  1st Person Pronoun  

5 PP2 P100020  2nd Person PN  

6 PP3 P100030  3rd Person PN 

7 PDP P200001 Demonstrative PN Proximate  

8 PDR P200002 Demonstrative  Pronoun Remote 

9 PWh P300000 Wh-Pronoun 

10 PRF P400000 Reflexive Pronoun 

11 PRL P500000 Relative Pronoun 

12 PCR P600000 Co-relative Pronoun 

13 PI P700000 Indefinite Pronoun 

14 V V1000000000 Verb 

15 Vaux V2000000000 Passive Intransitive Verb 

16 VPPrs V1000000101 Present Participle 

17 VPPst V1000000102 Past Participle 

18 VPFutr V1000000103 Future Participle 

19 VPVNn V10000002000 Verbal Noun 

20 VPConj V10000003000 Conjunctive Participle 

21 AJD AJ1000 (Characteristic) Adjective 

22 AJC AJ2000 Cardinal 

23 AJO AJ3000 Ordinal 

24 AJP AJ4000 Pronominal Adjectives 

25 AJA AJ5000 Aggregative Adjectives 

26 AJQ AJ6000 Quantifier 

27 AJF AJ7000 Fractal 

28 AJM AJ8000 Multiplier 

29 AVT AV1 Temporal Adverb 

30 AVS AV2 Space Adverb 

31 AVM AV3 Manner Adverb 

32 AVNeg AV4 Negation Adverb 

33 AVQ AV5 Quantity Adverb 

34 AVA AV6 Affirmative Adverb 

35 AVN AV7 Noun Adverb 

36 AVAJ AV8 Adjective Adverb 

37 AVP AV9 Pronoun Adverb 

38 PP PP1 Post Position 

39 PPC PP2 Compound Post Position 

40 CC CC1 Coordinate Conjunction 

41 CS CC2 Subordinate Conjunction 

42 I I Interjection 

43 PSxN  PS10000 Pronominal Suffix with Nouns 

(Nominal Suffix) 
44 PSxV PS20000 Verbal Pronominal Suffix 

45 PSxP PS30000 
Postpositional Pronominal 

Suffix 

46 AR AR Article 

47 R R0 Residual 

48 NU NU Numerals 

49 PRT PRT Pre title 

50 POT POT Post title 

51 SM SM  Sentence Maker 

52 DATE DATE  DATE 
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Appendix-A 
Sindhi Part-of-Speech Tags and Attributes 

 
 

 

 

 

 

 

 

 

 

 

 

Noun (N) 

Attributes 
Value(s) 

(i) Type: 1. Common 2. Proper 3. Abstract 

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

(iv) Case: 1. Nominative 2. Oblique 3. Vocative 

  

Verb (V) 

Attributes 
Value(s) 

(i) Type: 1. Main 2. Auxiliary  

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

(iv) Person: 1. First 2. Second 3. Third 

(v) Transitivity 

1. Transitive               2. Intransitive 

3. Casual Transitive   4. Casual Transitive Double  

5. Casual Transitive Twisted 

(vi) Finiteness: 1.Finite 2. Non Finite  

(vii) Participle 

Type: 

1. Tense Participle       2. Verbal Noun 

3. Conjunctive 

(viii) Voice: 1. Active 2. Passive  

(ix) Mood / 

Word Form: 

1. Subjunctive 2. Imperative 3. Presumptive 

4. Counter Factual  

(x) Tense: 1.Present  2. Past 3. Future 

  

Adjective (AJ) 

Attributes 
Value(s) 

(i) Type: 

1. Descriptive 2. Cardinal 3. Ordinal 

4. Pronominal 5. Aggregate 6. Quantifier 

7. Fractal 8. Multiplier  

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

(iv) Case: 1. Nominative 2. Oblique 3. Vocative 

  

Pronoun (PN) 

Attributes 
Value(s) 

(i) Type: 

1. Personal 2. Demonstrative 3. Wh 

4. Reflexive 5. Relative 6. Co-relative 

7. Indefinite   

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

(iv) Case: 1. Nominative 2. Oblique  

(vi) Person: 1. First 2. Second 3. Third 

(v) DemType: 1. Proximate 2. Remote  

  

Adverb (AV) 

Attributes 
Value(s) 

(i) Type: 

1. Temporal 2. Space 3. Manner 

4. Negation 5. Quantity 6. Affirmative 

7. Noun 8. Adjective 9. Pronoun 

Postposition 

(PP) Attributes 
Values(s) 

(i) Type: 1. Simple 2. Compound 

  

Conjunction (C) 

Attributes 
Value(s) 

(i) Type: 1. Coordinate 2. Subordinate 

  

Interjection (I)  

  

Pronominal 

Suffix 

Attributes 

Value(s) 

(i) Type: 1. Nominal 2. Postpositional 3. Verbal 

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

(iv) Case: 1. Nominative 2. Oblique 3. Agentive 

(v) Tense: 1. Present 2. Past 3. Future 

  

Article (AR)  

  

Punctuation 

Attributes 

 

Value(s) 

(i) Type: 

1. Period 2. Comma 3. Semicolon 

3. Colon 4. Dash (Long) Hyphen) 5. Hyphen 

6. Ellipsis 7. Question Mark 8. Exclamation 

9.Opening Inverted Comma 10. Closing Inverted 

Comma 

11. Pointer 
12. Opening Bracket 13. Closing Bracket 

  

Residual (R) 

Attributes 

 

Value(s) 

(i) Type: 
1. Foreign Word   2. Formula   3. Symbol 

4. Acronym    5. Abbreviation  6.Unclassified 

(ii) Gender: 1. Masculine 2. Feminine  

(iii) Number: 1. Singular 2. Plural  

  

Numeral (NU)  

  

Title Attributes  Value(s) 

(i) Type: 1. Pre Title 2. Post Title  

  

Date  

  

Sentence  
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Abstract 
 

The paper presents design scheme and details of 

the first large publically available corpus of Urdu 

language. This includes the collection and cleaning 

techniques for the first 100k derivative of the larger 

corpus and  the issues related to corpus design such as 

size, genres along with their ratio.  The same design 

and techniques are being scaled to develop larger 

derivatives of the corpus with 500k, 1000k and 5000k 

words.  The corpus, due to its public license, will 

significantly contribute towards linguistic and 

computational aspects of Urdu analysis. 

 

 

1. Introduction 
 

In this paper, we present CLE Urdu Digest 

Corpus, which is a balanced, corpus of Urdu to 

promote the further research on Urdu linguistics and its 

computational modeling. Although there has been 

work published on Urdu Lexicon development based 

on much larger corpora i.e. 1.8 million words [1], 

however it is not publicly available due to licensing 

constraints. CLE Urdu Digest Corpus will be made 

publicly available through license agreement from 

Urdu Digest
1
, a leading general interest magazine, with 

a history of 52 years of publication, with articles and 

stories covering a range of subjects including 

education, health, politics, international affairs, sports, 

business, humor and literature. CLE Urdu Digest 

corpus is collected from Urdu Digest published 

ranging from 2003-2011. 

 

2. Literature Review 
 

Corpus development criteria include corpus size, 

domains, target audience, genres and proportion of 

these genres. Bozkurt et al. [2] have suggested that 

                                                           
1
 http://www.urdudigest.pk 

 

corpus selection and collection decisions can be made 

by focusing the planned coverage of domains and sub 

categories. Additionally, Biber [3] has presented 

recommendations concerning representativeness, with 

general sampling frames including writing (published), 

writing (unpublished), speech and scripted speech.   

One of the most widely used corpora of the 

English language; the Brown corpus comprises of one 

million words of written American English [4]. It is 

one of the earliest developed corpora, released in 1961, 

and has proved to be a guide for developing many 

other corpora such as Freiburg-Brown (Frown), 

Lancaster/Oslo Bergen (LOB) and FLOB (Freiburg-

LOB). The corpus was divided into two components: 

informative and imaginative written American English. 

The informative component is further subdivided into 

the following categories: press, religion, skill 

trades/hobbies, popular lore, Belles La 

Hoes/biography/essays, government documents and 

learned and scientific writing. Furthermore, the 

imaginative component has been divided into fiction, 

romance/love-story and humor [5]. This is a balanced 

corpus as it covers a wide range of genres and text 

types.  

Lancaster/Oslo Bergen (LOB) corpus is another 

English corpus which belongs to the Brown corpus 

family. It is also a balanced corpus. Just like Brown 

corpus, it consists of one million words from British 

English. The text domains used in this corpus are also 

modeled after Brown corpus. Both LOB and Brown 

corpora are important because they capture the trends 

in British and American written language respectively 

in 1961. However, these corpora have been further 

used as a guideline for developing Freiburg-Brown 

(Frown) and Freiburg-LOB (FLOB) corpora of 

English. Both of these corpora were released in 1991 

and their purpose is to capture the differences in British 

and American English that had evolved between 1961 

and 1991 [4]. 

The British National Corpus (BNC) consists of 2 

million words. It has been divided into major domains: 

spoken and written texts. Each of these domains has 
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been divided into many sub-domains. The speech 

component is broken up in context dependent texts 

including fields such as leisure, business, educational, 

public/institutional and the demography related speech. 

Like the Brown corpus, the written text in the BNC has 

been split into two sub-domains: informative and 

imaginative. The informative component comprises of 

texts from pure sciences, applied sciences, belief and 

thought, commerce and finance, social science, world 

affairs, and leisure, covering 75% of the written 

component. The remaining 25% is covered by the 

imaginative fiction [5].  

American National Corpus (ANC) has also been 

developed. This corpus is made up of 11 million words 

of written and spoken American English and was 

released in 2003 [6]. It is modeled after the BNC [4] 

and covers domains including email, essay, fiction, 

journal, letters, newspaper, non-fiction, spoken, court 

transcript, technical and travel.  

Survey of English Usage corpus covers both 

written and spoken components of English language 

[7]. The written component is further divided into 

printed and non-printed text. Within printed text, 

instructional, informative and imaginative domains 

constitute the major categories. It is also one of the 

early corpora of British English released in 1960 by the 

University College London. The spoken component of 

this corpus was later used in the London-Lund corpus 

[7]. The London-Lund corpus is different from all the 

previously discussed corpora because it covers only the 

spoken component of British English.  

Apart from these corpora based on the regional 

varieties of English, there have been attempts to 

develop an international corpus of English. These 

efforts culminated in the shape of the International 

Corpus of English, which has been divided into 

components of different regional varieties such as 

English in Great Britain (GB), America, Pakistan, 

India etc. The ICE-GB has been divided into spoken 

and written domains. Among the spoken constituent, 

there are dialogues and monologues whereas in the 

written part printed and non-printed texts have been 

included. 

There are other corpora designed on the basis of 

population characteristics. One of them is the 

International Corpora of Learner English. It contains 

written text samples from 14 countries where English 

is used as a foreign or second language. Similarly, 

there is another learner corpora named The 

International Corpus Network of Asian Learners of 

English (ICNALE) which also comprises of samples of 

non-native writing in English. Based on its size, 

ICNALE is claimed to be one of the largest corpora of 

the English language [8]. Corpora like ICLE and 

ICNALE provide ample opportunities for research in 

the field of learner English and help in understanding 

the nuances of learner inter-language.  

The attempts have also been made in developing 

corpus based lexicon for other languages as well. 

Alansary et al. [9] have presented a technical design 

for international corpus of Arabic language (ICA) that 

will cover Arabic language as is used all over the Arab 

world. They intend to collect the corpus from 

newspapers of different Arab countries. The corpus is 

collected from magazines, novels, net articles and 

academic sources. The paper also describes the 

importance of corpus in language studies. The ICA 

also contains a diverse range of written genres and sub-

genres in some cases. This classification of genres 

includes strategic sciences, social sciences, sports, 

religion, literature, humanities, natural sciences, 

applied sciences, art and biography.  

Weerasinghe et al. [10] have developed a corpus-

based Sinhala lexicon of 10 million words drawn from 

diverse genres. The text is obtained from different 

online sources. The genres covered in the corpus are 

creative writing; technical writing and news reportage 

in which technical writing covered the highest 

percentage and creative writing covered the lowest 

percentage.  

Baker et al. [13] developed publically available 

corpus of 96 million words under the EMILLE project. 

The corpus consists of three components: monolingual, 

parallel and annotated corpora. The parallel corpus 

consists of 200,000 words of text in English and its 

accompanying translations in Hindi, Bengali, Gujarati, 

Punjabi and Urdu. The corpus has been translated from 

English.  

As discussed earlier, corpus based Urdu lexicon of 

19.3 million words has also been developed [1]. Text 

was collected from two news websites i.e. Jang and 

BBC. Data is collected from different domains for the 

purpose of ensuring diversity. These domains include 

sports, news, finance, culture/entertainment, consumer 

information and personal communication with their 

further categorization into sub-domains. In deciding on 

the corpus design, certain conventions have been 

followed; first of all each domain is represented by at 

least one million tokens, secondly no data is collected 

before the year 1990 as the time of appearance of a 

corpus does influence the extracted word lists and 

thirdly data from chat rooms has not been included.  

 

3. The Process of Corpus Construction 
 

A corpus seeks to represent language or some part 

of a language. So while deciding on corpus design, it is 

crucial to decide certain parameters, including the 

following. 
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 Text source 

 Length of individual text samples  

 Diversity among domains 

 Time-frame for text selection 

 

Further, in the construction of a corpus, it is 

essential to document the information about the author, 

the date of publication and information about the 

publisher (in our case it is Urdu Digest). The studies 

say that there should be some restriction in selecting 

the text from an individual article for the purpose of 

ensuring diversity of styles and authors. It has been 

argued that for written texts, one can include the first 

2,000 words of an article, which contains the 

introduction and part of the body of the article, or one 

can take the middle of an article, which contains a 

significant amount of text developing the main point 

made in the article, or even its end [4]. The study also 

adds that not all samples need to be exactly 2,000 

words i.e. a sample should not be broken off in mid-

sentence but at a point (often over or just under the 

2,000-word limit) where a natural break occurs. So it is 

more realistic to include text fragments in a corpus 

rather than complete texts. These fragments can be as 

short as 2,000 words, especially if there are frequently 

occurring grammatical constructions in the text. 

Moreover, the range of genres to be included in a 

corpus is determined by whether it will be a multi-

purpose corpus (a corpus intended to have wide uses) 

or a special-purpose corpus (a corpus intended for 

more specific uses, such as the analysis of a particular 

genre like scientific writing). In either case, the text 

needs to be from diverse sources to encompass 

variation across authors.  

There are two types of corpora as far as time-

frame is concerned. Synchronic corpora (i.e. corpora 

containing samples of text as it is presently spoken and 

written) contain texts created within a relatively narrow 

time-frame. In creating a synchronic corpus, the corpus 

compiler wants to provide an overview of 

contemporary language uninterrupted by language 

change. According to Mayer [5], time-frame of five to 

ten years is reasonable for the construction of a 

synchronous corpus. Diachronic corpora are used to 

study historical periods of a language.  

The decision about time-frame for corpus design 

should be made before time i.e. before the collection of 

corpus. In the corpus based Urdu lexicon development 

[1], it has been ensured that  text collected from two 

news websites i.e. Jang (www.jang.com.pk) and BBC 

(www.bbc.co.uk/urdu/) is not older than 2002 as the 

time of appearance of corpora has a large impact on the 

extracted word lists. The current data collected from 

Urdu digest is not older than 2003, so the corpus for 

the current work falls under the category of synchronic 

corpora.  The reasons for this selection is that the 

corpus is designed to analyse and model and current 

use of Urdu language. 

The corpus construction process has three phases, 

corpus acquisition, corpus organization and corpus 

cleaning 

 

3.1. Corpus acquisition 
  

As a first step, the data is gathered from Urdu 

Digest ranging between years 2003-2011. The data 

received in the format of Inpage
2
 files. As Inpage uses 

its own encoding scheme, the data cannot be used for 

further processing. Due to this reason, the original files 

are converted into Unicode format.  For this 

conversion, a third party utility is used. After the whole 

process of conversion, the converted files are analysed 

and matched with the original files to trace any unusual 

symbols generated or ignored during the conversion 

process. The following discrepancies are found 

between the original and converted texts.  

 

3.1.1. Special symbols. Some special symbols fail to  

convert into Unicode, e.g. symbol of   ؐ . These are 

incorporated manually in the cleaning phase. 

 

3.1.2. Garbage symbols. Certain symbols are added, 

e.g.  ؟ ,Ñ,%,#. These symbols are removed by a 

cleaning utility.  

 

3.1.3. Punctuation marks. Incorrect punctuation 

marks are detected during the cleaning process. The 

comma in the original files is written in the English 

form (i.e. ‘,’). It is replaced with the Urdu comma (‘،’).  

Moreover, the glossed words, proper nouns and direct 

speech are surrounded by an apostrophe from one side 

and by a comma on the other. Some examples are 

shown in Table 1.  Such cases are also corrected. 

 

Table 1: List of Glossed Words 

Original Modified 

 'یماری  'ب   ،یماری  'ب  

ا،
 
ف
 
ا' 'اصول ش

 
ف
 
 'اصول ش

ھراپ  
 
روت
 
ٹ
 
ھراپ   ،ی'سن

 
روت
 
ٹ
 
 'ی'سن

 ۔"ہ ے درد ںی  م سر رےٹ  "آج م ،،۔ ہ ے درد ںی  م سر رےٹ  "آج م

                                                           
2
 http://www.inpage.com/  
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3.2. Corpus organization 
 

While designing a corpus, a number of 

considerations have to be taken into account including 

“the kinds of texts included, the number of texts, the 

selection of particular texts, the selection of text 

samples from within texts, and the length of text 

samples” [2]. CLE Urdu Digest Corpus is divided into 

two major categories, Informational (which covers 

80% of the corpus) and Imaginative (which covers 

20% of the corpus). The reason for taking a small 

percentage of imaginative text is that it contains 

figurative language, which is not good for 

computational modeling of the language. But the 

imaginative texts cannot be completely ignored as 

corpora need to represent language use. Therefore, a 

smaller percentage of imaginative part was kept, as is 

also the case in the BNC and the ICE. The 

Informational part includes texts from letters, 

interviews, press, religion, sports, culture, 

entertainment, health and science. The Imaginative part 

includes texts from short stories, novels, translation of 

foreign literature and book reviews. The data is 

distributed over 348 files whereby each file contains a 

minimum of 300 words, selected from the beginning or 

middle of the text. The corpus make-up is shown in 

Table 2.  

 

3.3. Corpus cleaning 
 

In the cleaning phase the errors of space, 

compound words, affixation and typological errors are 

removed. The details of these errors are given in table 

2. 

 

3.3.1. Typographical Errors. Typographical errors 

introduced during the conversion process are corrected 

manually.  Examples include duplication of letters 

when Tashdeed diacritic ( 
 
ّ) is found, deletion of word 

final Noon Ghunna letter (ں), etc.  Where spellings are 

unclear, Urdu Lughat
3
 (Urdu Dictionary) is used to 

confirm them. Some examples are given in the Table 4. 

 

3.3.2. Compound words. Compound words in Urdu, 

can be written either with a space between them or 

without it.  In the latter case, a Zero-Width-Non-Joiner 

(ZWNJ
4
) is needed to form the correct shape of the 

final letter of the words, in case it is a joining letter, 

                                                           
3
 Online version available at  

http://www.clepk.org/oud/ 
4
 The Zero-Width Non-Joiner (ZWNJ) is a Unicode 

character U+200C.  ZWNJ is used to prevent joining.  

e.g. the last row of Table 4.  Urdu Lughat is used to 

resolve the ambiguity.  When a compound word is 

found in this dictionary, it is written without a space, 

else with a space.  

 

Table 2: Genres of CLE Urdu Digest Corpus  

 

Table 3:  Errors of letter insertion 

Original Modified 

 اللہ االلہ

مش
 
ت

 

مش الت
 
 الت

 ںی  م یم

 

  

Category Sub-category Percentages 

1. Informational (80%) 

a) Informal 

(20%) 

Letters  10% 
Interviews  10% 

b) Formal 

 Press   8% 

 Religion 8% 

 Sports 8% 

 Culture (travel, 

history) 
8% 

 Entertainment 4% 

 Health 8% 

 Science 

(education, 

technology)  

16% 

2. Imaginative (20%) 

 Short Stories         8% 

 Translation of 

foreign literature 
4% 

 Novels  4% 

 Book reviews  4% 
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Table 4: Examples of Compound Words 

Compound with 

Space 

Compound 

without Space 

(with ZWNJ if 

needed) 

 نی  ب ےچ   نی  ب ے چ  

د د دی  ج 
 
د می  و ق دی  ج 

 
 می  دوق

ا ات و طلب  ات طالب  اوطالب   طلب 

 

3.3.3. Reduplication. In case of reduplication, if the 

compound has been created with meaningful + 

meaningless word such as  ھ
 
ھاک کب  ت

 
ت  and  مچ سچ   it is 

written without a space (with ZWNJ if needed, as 

discussed) and if it is formed by repeating meaningful 

words, a space is inserted between them, e.g. ہ ست  ہ آہ 
ست   آہ 

and  ار ی  ار       .ی 

 

3.3.4. Loan words. Transliterated loan words are also 

written without a space (with ZWNJ where needed) as 

shown in Table 5. If multiple words are formed, they 

may also be written with a space between them, though 

that is not practiced at this time, as in the last row of 

Table 5. 

 

Table 5:  Examples Loan Words 

Original  Modified  

 
 
  وژنی  ل ب  ٹ

 
  ٹ
 وژنیلب

 ی  
 
 ی  وب

 
 ی   یورسٹ

 
 یوپ

 
 یورسٹ

ون ا
 
 پ روی

ی 
 
کسچ 
جت  
 
رت  م  ن ون نی  مٹ 

 
 اپ روی

ی 
 
کسچ 
جت  
 
رت  م ن  نی  مٹ 

  

3.3.5. Zer-Azafat/Hamza-Azafat. Urdu uses these 

diacritics for compounding of words (to show 

possessiveness or quality).  Though this is a productive 

phenomenon in Urdu, many of these forms are also 

lexicalized.  It is decided that lexicalized forms will be 

written without a space (with ZWNJ if needed) after 

consulting Urdu Lughat. 

 

 

 

Table 6: Words with Zer-Azafat/Hamza-Azafat 

Compounded Word 

ا
 
ش
 

واعدِان
 
 ق

ال ِ ی 
 ںی  سر

 ردِ عمل

رت
 
رِآج  اج 

 

3.3.6. Abbreviations. Transliterated abbreviations of 

English are also found in the corpus. The abbreviations 

which should be treated as single word are written 

without space (with ZWNJ if needed).  Otherwise, they 

are separated by a space. These examples are presented 

in Table 7 (a) and 7 (b). 

 

Table 7 (a): Single Word Abbreviations 

Original Modified 

 اویڈسن  ا او یڈ سن  ا

 یڈمی  اےا یڈ می  ا اے

 اےنی  امی  ا اے نی  ا می  ا

یآ
 
یآ فی  ا می  ا پ

 
 فی  ا می  ا پ

 

Table 7 (b): Abbreviations with Multiple Words 

Original Modified 

 کےسومار اے کے سومار اے

 مارکنی  انی  ا مارک نی  ا نی  ا

 یل ے وایڈ یل ےوا  یڈ

   نی  ا
وکس یس یپ

 
  نی  ا ق

وکس یس یپ
 
 ق
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3.3.7. Affixation. Urdu corpus contains single words 

containing prefixes and/or suffixes separated with 

spaces from the root of the word.  However, as they are 

inherently a single word, these spaces were deleted 

(and ZWNJ was inserted, where needed). 

   

Table 8: Words with Affixes 

Original Modified 

 مالدست مال دست

موزن م ہ   نوزہ 

الا ہب  درج 
ہ مب  درج 

الامب   ی 

 

4. Results 
 

The current paper presents the initial corpus 

developed for 102,209 words of Urdu.  Domain-wise 

corpus size distribution is given in Table 9. A total of 

83,450 words have been collected in the Informational 

domain, amounting to 81.6% of corpus.  Additionally, 

18,759 words are collected in the imaginative domain, 

forming 18.4% of the corpus.  

A complete record of author, date and genre has 

been kept. It is ensured that the text sample is 

continuous without poetry and a variety of authors is 

selected for genres. The texts were saved in UTF-8 

format.  

 

5. Discussion and Future Work 
 

After the initial corpus acquisition, the main 

challenge was to convert Inpage files into UTF-8 

format. There are a number of converters available but 

process a single file at a time. For the conversion of 

multiple files at once, a batch process has been 

developed. 

Moreover, when collecting individual text samples 

it was found that the corpus is not available as per the 

requirement of the decided percentage. For example, 

entertainment text samples are very rare in the 

available data of the Urdu Digest. This problem has 

been resolved by including more test from the category 

of culture containing the data of history and travel, as 

the text of travelogue mostly resembles with that of 

entertainment. Moreover, these two categories fall 

under the same sub-domain. Similarly, there is very 

limited text available in the category of news in Urdu 

Digest. This issue is resolved by re-distributing the text 

among the categories of news and editorials and 

including both of them in the category of Press.  

Table 9: Domain-wise Corpus Distribution 

Domains No. Of 

Words 

Distinct 

Words 

% 

Letters 10340 3048 10.1% 

Interviews 10599 3010 10.3% 

Press 9076 2884 8.8% 

Religion 8753 2694 8.5% 

Sports 8997 2672 8.8% 

Culture 7789 2703 7.6% 

Entertainment 4433 1805 4.3% 

Health 8533 2551 8.3% 

Science 14930 4397 14.0% 

Short stories 6039 2091 5.9% 

Novels 3791 1446 3.7% 

Book reviews 4393 1775 4.2% 

Translation of 

foreign literature 

4536 1696 4.4% 

  

For future work, CLE Urdu Digest Corpus will be 

extended to 500k, one Million and five million words, 

and more layers will be added to it e.g. POS-tagging in 

the first stage and sense-tagging. 

 

6. Conclusion 
 

Corpus development is divided into three phases 

including acquisition, organization and cleaning. Each 

phase has been described in detail. A total of 100k 

corpus with 348 text files has been created. It includes 

texts from multiple authors from the domains of letters, 

interviews, press, religion, sports, culture, 

entertainment, health, science, short stories, novels, 

book reviews and translation of foreign literature. This 

synchronous corpus has been collected from text 

produced after 2003.  
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Abstract 
 

The current paper describes the process of 

developing an Urdu WordNet.  The process 

includes selecting words, identifying their senses 

and documenting their use.  The current work also 

ties the Urdu senses with corresponding senses in 

English.  Challenges in developing the WordNet 

and the solutions being implemented are 

discussed.  Finally, this paper presents the work 

planned in the future. 

 

 

1. Introduction 
 

Fellbaum [1] defines WordNet as an extensive 

lexical database in which words are divided by 

part of speech and organized into a hierarchy of 

nodes. Each node represents a concept and words 

denoting the same concept are grouped into a 

synset with a unique ID, for example, ENG20-

02853224-n: {car, auto, automobile, machine, 

motorcar}). Concepts are defined by a short gloss 

(e.g., 4-wheeled motor vehicle; usually propelled 

by an internal combustion engine) and are also 

linked to other relevant synsets in the database 

(e.g. hypernym: {motor vehicle, automotive 

vehicle}, hyponym: {cab, hack, taxi, taxicab}). 

WordNet is used for many computational 

linguistic tasks such as Word Sense 

Disambiguation, Information Retrieval and 

Extraction and Machine Translation, etc.  Over 

time, WordNet has become a valuable resource, 

which has initiated the development of WordNets 

for many other languages as well.  

Urdu is a language of the Indo-Aryan family, 

widely spoken in Pakistan and India. It is written 

using Arabic script from right to left, in Nastalique 

writing style. Process for the development of Urdu 

WordNet has been discussed in this paper. The 

purpose of the development of Urdu WordNet is to 

provide a lexical resource for Urdu language that 

can be used in natural language processing. The 

WordNet is being developed specifically to align 

with linguistic, cultural, religious and other 

contexts in Pakistan.  

The roadmap for the rest of paper is as 

follows: Section 2 presents the literature on Urdu 

WordNet. Methodology for development of Urdu 

WordNet is described in Section 3 and the current 

status is discussed in Section 4. Section 5 discuses 

the relevant issues and solutions, and Section 6 

concludes the paper. 

 

2. Literature Review 
 

WordNets in various languages have been 

developed both through manual [2, 13] and 

automated [3, 14] methods.  The manual 

construction of each WordNet is more accurate, 

but is also more time-consuming and expensive. 

There are two common approaches for building a 

WordNet for a language [4]: (i) a top-down 

approach, using an existing WordNet in a source 

language to seed the linguistic data for the target 

language WordNet [4], and (ii) a bottom-up 

approach, where the linguists create the WordNet 

synsets without depending on an existing one [5].  

In the top-down approach, the synsets from 

the source language are translated into the target 

language.  However, for the synsets to be 

mappable, concepts in the source language must 

exist in the target language, which is not always 

possible.  Additionally, generally a significant 

amount of language resource is required for 

building a WordNet. For example, a set of synsets 

strictly aligned with the source WordNet must 

exist before the new WordNet can be built. This is 

a significant drawback of building a WordNet 

from an existing one. For this approach to be 
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successful there must be significant level of 

linguistic similarity between the two languages [5, 

6]. 

Two methods have been discussed for 

developing a WordNet through the bottom-up 

process: the merge approach and the expand 

approach [7]. The merge approach builds the 

taxonomies of the language, synsets and relations, 

and then map to the Princeton WordNet (PWN) by 

using the English equivalent words from existing 

bilingual dictionaries [15].  Merge approach 

provides a description of lexico-semantic relations, 

closer to the spirit of the given language, in that it 

is less influenced by the design decisions in a 

WordNet for another language, often of a 

significantly different type. The merge approach, 

however, requires rich resources at the outset, for 

example, a monolingual dictionary with senses 

identified, detailed definitions, thematic codes for 

senses and some semantic structuring [15]. 

The expand approach is to map or translate 

local words directly to the PWN's synsets by using 

the existing bilingual dictionaries. Thai WordNet 

construction has used the expand approach due to 

budget and time reasons [7]. 

Previous work on Urdu WordNet [8, 9] is 

based on the top-down approach.  Hindi WordNet 

(HWN) has been used due to its similarity with 

Urdu. However, this method faced the following 

challenges [8]. 

 There are number of Hindi words that are not 

used in Urdu due to the linguistic, religious, 

cultural and other differences, e.g. ی رن
 
ت
 
 (fail) ان

is not normally used in Urdu. 

 Many words which are commonly used in 

Urdu, e.g. those loaned from Arabic and 

Persian languages, are not present in Hindi 

WordNet synsets. For example  ا  is (interest)  رب 

used in Urdu but not available in HWN.  
 In the explanation given for the synset and the 

example for its usage a lot of Hindi words are 

used, which are not part of the common 

cultural vocabulary of Urdu in Pakistan. For 

example in the sentence.  ں ا می 
 
کش ن پ ری 

اب ارج  اکامی  رہ  . 

ن  ا  and ارج 
 
کش  .are not commonly used پ ری 

In addition, the compound words and 

complex predicates in verbs are not 

addressed. 

 

3. Methodology 
 

To build Urdu language WordNet merge 

approach has been used. 5000 high frequency 

nouns, verbs, adjectives and adverbs are selected 

from Urdu corpus [10] to develop the WordNet. 

The following process is used for the development 

of Urdu WordNet.  

1. A word from the list of 5000 words is looked 

up into Urdu Lughat [11] 

2. Its POS tag is determined by Urdu Lughat. 

For example the word ا
 
 which has two POSکھاب

tags in Urdu Lughat i.e.  ا
 
 a noun and (meal)  کھاب

ا
 
 .a verb (eat) کھاب

3. The number of senses for each POS of the 

particular word is determined from Urdu 

Lughat. The less common, literary and poetic 

senses are ignored. So the number of senses 

for each word varies according to its use. For 

example, the third sense is in Table 1 below is 

less common and poetic, and thus ignored. 

 

 Table 1: Urdu Word Senses 

 

4. The English translation of the word according 

to its POS tag is looked up in Urdu to English 

Dictionary. If there are two or more POS tags 

of the word in Urdu Lughat then the English 

translation of the word is determined 

according to all its tags as the word  ا
 
  کھاب

(meal) is a noun as well as a verb  ا
 
 . (eat)  کھاب

So both the categories will be created. Figure 

1 shows different POS categories of the word 

ا
 
 .کھاب

Concept Sense English 

Translation 

ی دی
 
وا، ق کڑا ہ  ار محب وس ,ب 

 
ی
 
 گرق

Capture 

لا 
 
ی واپ   ,مب  وا، گھرا ہ  شا ہ 

 
ار ھن

 
ی
 
 گرق

Entangled 

ہ ت 
 
ری ف

 
ق، ف

 
ار عاش

 
ی
 
 گرق

Smitten 
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Figure 1: POS Cat. of کھانا  in Urdu Lughat 

5. English translation of an Urdu word may be 

different for its multiple senses. So the English 

translation of each sense is looked up 

separately in Urdu to English Dictionary. The 

example is explained in the Table 2. 

 

 Table 2: English Translation of Urdu Word 

English 

word  

Concept of each sense Urdu 

Word 

Work 
عہ  ا ذری  لہ ب  ت کا وسی 

 
ِ معن س

 کام کسب

Chores 
ت کا کام

 
ررہ وق

 
ا مق  کام روزمرہ ب 

Concern 
ا
 
وب ا واسطہ ہ   کام سروکار ب 

embroidery 
رہ کا کام ی 

 
ی وغ

 
اش

 
ق
 
ی، ی

 
 کام کڑھائ

 

6. The selected word is looked up in Princeton 

WordNet version 2.1 and each sense of Urdu 

is mapped on the sense of English according 

to its determined POS tag. The unique ID of 

English sense and its English word is recorded 

in separate columns. Table 3 shows the unique 

ID of English sense. 
 

Table 3: Unique IDs of English Senses 

English 

ID 

English Word 

578942 Work 

708623 Chores 

5600606 Concern 

3248411 Embroidery 

 

 

Figure 2: Urdu WordNet Process 

7. The concept of each sense is explained with 

the help of Urdu Lughat in simple and precise 

language. 

8. Further, an example is given to illustrate the 

concept, using a word from the synset.  For 

formulating the example, as a first preference 

the example usage given Urdu Lughat is used. 

If this example is difficult to understand, a 

new example sentence is created. Where it is 

not easily possible, the corresponding example 

from PWN is translated as an alternative. 

9. The synsets of the word are written from 

Qamos-e-Mutradifat (synonyms dictionary) 

[12]. Only those synonyms from Qamos-e- 

Mutradifat are selected that have the same 

concept. The concepts of these synonyms are 

confirmed from Urdu Lughat.  
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10. In the end, a linguist reviews the WordNet 

entries.  

 

This process is summarized in the Figure 2. 

 

4. Current Status 
 

A sample Urdu WordNet entry is given in the 

table below. 

 

Table 4: Urdu WordNet Entries 

Synsets 
ھار،  ھ، پ  وج  ، ب 

َ
او دب 

ل
 
ق
 
ار، ی  ب 

ی ر ی، ج 
 
ت
 
، سح

َ
او وف،  دب 

 
، خ

َ
او دب 

ت  
 
س  ڈر، دہ 

Urdu ID
1
 1 2 3 

Category N N N 

Concept 
ھ  وج  ی ز کا ب  کسی ج 

ا وزن  ب 

ے 
 

ی ر کرن ا ج  ی ب 
 
ت
 
سح

 کا عمل

ا  وف ب 
 
خ

ا
 
وب ت ہ 

 
س  دہ 

Example 
ز  ے می 

 
اس ن

و وہ 
 
 ڈالا ب

َ
او پ ر دب 

ی
 
وٹ گت

 
 ب

ر  ی 
 
وں پ ر  غ چ 

 
ب

 
َ
او روری دب 

 
ان     ض

ن سے کو وا لدی 

ا ہ ے ی  ر کر دی 
 
ق
 
ن
 

 مت

وڈپ رے کے 

ہ   کی وج 
َ
او دب 

ہ  ھ ن  سے وہ کچ 

ولا  ب 

English 

ID 

11329024 416551 7418507 

English 

Word 

Pressure Oppression terror 

At present, 2205 senses are completed. These 

include 1518 nouns, 560 adjectives, 80 verbs and 

47 adverbs.  

 

5. Discussion 
 

This paper presents experience of building 

Urdu WordNet. Although it gives sufficient lexical 

information of Urdu words but still there are issues 

needed to be resolved.  Some language specific 

challenges are observed during the development of 

Urdu WordNet process that are needed to be 

considered carefully.  The diacritics need to be 

                                                           
1
 This is an arbitrarily assigned number, which will be 

finalized upon release of Urdu WordNet. 

handled for Urdu. The words that change their 

meaning with the diacritics need to have a separate 

entry in Urdu WordNet. Table 5 shows the 

example. This is addressed in the Urdu WordNet. 

 

Table 5: The Case of Diacritics 

Urdu 

Word 

Concept English 

ا
ّ
ن
َ
و  گ ع کا ب ودا خ 

 
ت کی وض

 
س کے درخ

 

ان ب 

ا ہ ے   
 
وب ھا ہ 

 
ٹ لا اور مت   رسی 

sugar 

cane 

ا گِنا
 
مار کرب

 
ا، ش

 
ی
 
 گب

count 

 

There are Urdu words/concepts that do not exist in 

the English WordNet due to religious, cultural and 

other differences. Some examples are given in 

Table 6. 

 

Table 6: The Case of Cultural Concepts 

Words Concept 

ر
 
 صق

name of the second Islamic month 

دی  مہی 
a cultural function which is celebrated 

before the marriage ceremony in 

which typical intricate patterns of 

Henna are applied to bride, celebrated 

mainly by the bride's family 

ہ ٹ   ڈوی 
a long scarf that is worn by females to 

cover their head 

 

This difference creates problem when Urdu synset 

is mapped onto English ID.  

Further, because of the difference in the 

structure of English and Urdu language it is 

difficult to map some of the words on the same 

POS tag. For example the word ی دی
 
 prisoner” is“  ق

a noun in English but Urdu Lughat lists it as an 

adjective.  consumer” is a noun in English“  صارف

and an adjective in Urdu.  Similarly the word گ  ب ولی 

“polling” is a noun in Urdu and a verb in English. 

In order to incorporate this problem, there is need 

to improve Urdu Lughat.  

Sometimes two different words are mapped on 

the same English ID, to avoid this problem and 

keep all the IDs unique that particular word is 

added into the synset of the previously added 

word. 

In the future, 5000 senses will be completed. 

Currently nouns are more in number than other 

categories.  The words added in the future will be 
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selected from other categories as much as possible, 

to balance this distribution. Further the work will 

associate these synsets, to allow for more 

significant modeling of the semantic relationships. 

 

6. Conclusion 
 

In this paper, we present the process of 

developing a basic lexical resource for Urdu. This 

lexical resource is developed using the bottom-up 

approach. A few language and cultural issues faced 

in its development are discussed.  This is a work in 

progress and future goals are also presented. 
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     Abstract 

 
 Nasalization is a very prominent but less 

understood feature of many languages spoken in 

Pakistan.  This paper compares the contextual and 

contrastive nasalization phenomenon in Punjabi 

vowels. The degree and direction of nasalization is 

determined using acoustic measures. The results 

depict that contrastively nasal and contextually nasal 

vowels show almost the same degree of nasality 

except /ɪ/ vowel. For the latter, both the anticipatory 

and preservatory nasalization are observed in 

Punjabi.  

 

 

1. Introduction 
 

Punjabi language is a member of the Indo-Aryan 

family. Primarily, Punjabi is spoken in India and 

Pakistan but there are speakers of Punjabi in East 

Africa, United Kingdom and Canada as well. Nearly 

forty five million people use this language either as 

their first or second language. [1] 

Many regional dialects of Punjabi are used y its 

speakers. The major dialects of Punjabi are Majhi, 

Malwi, Doabi and Powadi. Furthermore, Rathi, 

Ludhianwi, Patialwi, Bhattani are also some 

traditionally recognized Punjabi dialects whose 

independent status as dialect is in question [2]. These 

dialects of Punjabi differ from each other on the basis 

of distinct variation in their phonemic inventories [1]. 

Punjabi is written in three scripts which are 

Gurmukhi, Perso-Arabic and Devanagari scripts. 

Hindus in India write Punjabi in Devanagri script; 

Sikhs in India write in gurmukhi script while in 

Pakistan, Punjabi is written in shahmukhi (Perso-

Arabic) script. [2] 

The present paper aims to report the trend of 

vowel nasality in the speech of Majhi speakers of 

Punjabi living in Lahore. 

 

 

 

 

2. Review of Literature 
 

The oral sounds are produced with the complete 

closure of nasal tract, whereas the nasal sounds are 

produced with open velopharyngeal port. The 

phenomenon of vowel nasalization exists in almost 

all the languages of the world [3]. But the level of 

velopharengeal port’s opening varies from language 

to language and from speaker to speaker.  

All the languages of the world have oral vowels, 

but there are some languages which have nasal 

vowels as well. French, Taiwanese, Urdu, Punjabi, 

etc. are the examples of languages which have oral-

nasal contrast in their vowel system. The nasal 

vowels are never observed to be greater in number 

than the oral vowels in any language [17]. Other than 

contrastive nasalization, there are also some 

languages which have contextual nasalization e.g. 

English, where the presence or the absence of 

nasality feature in the vowel does not change the 

meaning of the word [8].  

During the production of vowels with 

neighboring nasal consonants, the languages with 

contrastive vowels restrict the level of velum 

lowering and make vowels less nasalized than the 

languages which lack this oral-nasal contrast. The 

velum lowering is restricted to maintain oral- nasal 

contrast and to avoid the contextual nasalization. 

Herbert [18] reports that only the languages which 

have oral- nasal contrast for vowels have this pattern 

of velum lowering restriction for oral vowel 

production in context of nasal sounds.  Furthermore, 

Manuel [5] illustrates that the contrast of nasality in 

vowels and the degree of coarticulation are correlated 

inversely. 

Cohn [4] reports a higher degree of contextual 

vowel nasalization before a nasal consonant in 

English, a language which does not contain nasality 

contrast in its vowels. It may be compared with 

French, which has nasal-oral contrast for vowels. 

Ladefoged et al. [8] describe that the vowel 

nasalization phenomenon exists in all the dialects of 
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English language. In English, vowels tend to 

assimilate with the nasal consonants whenever they 

occur in nasal context. They illustrate the example of 

the English word “man”. In such circumstances 

where a vowel is followed or proceeded by the nasal 

sound, all the vowels become completely nasalized. 

So in English vowels are nasalized because of the 

phonetic context. Vowels in oral context never adopt 

nasality feature except in the disordered speech.  

Languages having contextual nasalization or 

contrastive nasalization or even containing both types 

of nasalization differ from each other because of 

different nasality patterns. There is evidence that the 

languages which lack oral/nasal contrast for vowels 

show extensive degree of nasalization. English 

language is a good example of heavy nasalization of 

vowels in nasal context.  

Furthermore, Delvaux et al. [14] describe that the 

languages which have oral/nasal contrast for their 

vowels may limit the degree of contextual vowel 

nasalization in both high and low vowels, in order to 

maintain the oral/nasal contrast between vowels.  

French allows an extensive degree of contextual 

nasalization for the high oral vowels as all the nasal 

vowels are mid-low and low in French. So the vowels 

which have oral and nasal contrast show lesser 

degree of nasal coarticulation than the vowels which 

have no nasal counterpart. 

Moreover, Kawasaki [16] studies the degree of 

nasalization between Taiwanese contrastively and 

contextually nasalized vowels. He states a greater 

degree of nasalization in contrastive environment 

(nasal vowel) in comparison with non contrastive 

environment (contextually nasalized vowels). 

On the other hand, Al-Bamerni discusses the 

extensive degree of velopharyngeal opening for the 

high back vowels in Gujarati and Hindi, the 

languages which have contrastive nasality in their 

vowel systems (as cited in [14]). This asymmetry 

between the degrees of nasalization among various 

languages suggests that the extent of nasal 

coarticulation is not dependent on the phonemic 

inventory of languages. Different languages have 

different patterns of nasalization for vowels 

regardless of the presence and absence of oral/nasal 

contrast for vowels. 

The study of vowel nasalization is very complex 

because of the variation in the exact acoustic 

characteristics of nasalization among speakers. The 

acoustic characteristics of nasalization are difficult to 

examine due to the changes in the anatomical 

structure of the nasal cavity, vowel quality, and also 

because of the degree of oral and nasal tract’s 

coupling. [9] 

The vowels are nasalized because of the nasal 

and oral tract’s configuration. The more the velum 

lowers; the heavier the degree of vowel nasalization. 

So, this variation in configuration between oral and 

nasal tract introduces change in spectrum at transition 

between the vowel and the nasal consonantal sounds 

[12]. These acoustic effects are transformed in 

spectra through introducing nasal poles and zeroes in 

the region of first formant (F1) and also the shift of 

vowel formants (especially  F1). 

Various acoustic effects of vowel nasalization 

are explored through multidimensional ways. 

Ladefoged et al. [8] report that the vowels which 

have extra nasality feature are distinguished with 

reduction in intensity of the first formant (F1) and 

increase in third formant (F3). This reduction in the 

intensity is because of the diversion of acoustic 

energy from the oral cavity to the nasal cavity. There 

is evidence from the perception based experiments 

that the reduction in F1 amplitude by 6-8 db is 

necessary to get a significant level of nasalization 

perception [10]. But later studies do not support this 

assumption providing the view that the degree of F1 

amplitude’s lowering is somehow language and 

speaker specific. As Chen [7] reports the results of 

her study on nasalization, the degree of F1 amplitude 

varies among English speakers and the French 

speakers. So there is lack of any fixed measure of the 

lowering of F1 amplitude. 

Furthermore, the flattening of spectral region is 

also studied as an indicator of nasality. Maeda [11] 

has studied spectral variations analyzing 11 French 

vowels. He reports that the diversion of energy from 

oral to nasal tract flattens the spectral region between 

300 Hz and 2500 Hz. Similarly, Stevens [15] reports 

that the widened first formant (F1) and the overall 

reduced vowel amplitude is the indicator of the 

presence of nasality feature in a vowel. 

Fant [13] also illustrates that the nasalized vowel 

has “a distortion superimposed on the vowel 

spectrum” which is significant by the nasal effect on 

harmonics in the region of low frequencies (below 

F1) (p. 156). Similarly, Beddor et al. [6] describe that 

the vowels with nasality feature have broader and 

flatter spectral prominence in the region of low 

frequency (below F1).   

Chen [7] has introduced an acoustic approach for 

the measurement of nasality in her study of nasalized 

vowels of French and English. She finds the 

reduction of first formant as the primary cue of 

nasalization in vowels. She has distinguished 

nasalized vowels of French and English successfully, 

employing the two parameters which are A1-P0 and 

A1-P1. Here A1 is the amplitude of the first formant 

(F1), P0 is the amplitude of first nasal peak below the 

first formant (F1) and P1 is the measure of the 

amplitude of nasal peak between first formant (F1) 

and the second formant (F2) of the vowel. So, the 
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results of her study confirm that the amplitude of F1 

in nasalized vowel reduces relative to its amplitude in 

oral vowel, and the extra nasality peaks are also 

noticed. These measured acoustic parameters of 

nasalization in nasal and oral vowel are given below.  

 

 
Figure 1: The measurements of A1, P1 and P0 

Adapted from Chen [7] 

 

Chen [7] has measured vowels at initial, medial 

and final positions. But she has not observed any 

differences among the measures taken at these three 

points in vowels.  So she has averaged these 

measures across three points and has got results.  

Punjabi is one of those languages which have 

oral-nasal contrast in their vowel system. There are 

ten oral vowels in Punjabi. It has three short /ɪ, ǝ, ʊ/ 

and seven long /ɪ, e, æ, a, ɔ, o, u/ vowels. All 

these oral vowels have their nasal counterparts as 

well [19]. This study is an attempt to explore 

nasalization phenomenon in Punjabi. This aims to 

determine the degree and direction of nasalization in 

both contrastive and non-contrastive environments. 

3. Methodology 
 

For this study, the participants with low 

fundamental frequency have been selected, so that 

the harmonics can be traced in spectrum accurately. 

Three male speakers of Majhi dialect from Lahore, 

with Punjabi L1 are selected for the present study.  
The data consists of four syllable types; CVC, 

CṼC, CVN, NVC. The first two syllable types are 

chosen to measure the degree of nasality in 

contrastive environment while the other two are used 

to study the degree of nasality in non-contrastive 

anticipatory and preservatory environments 

respectively. 

In the CVN and NVC contexts the N is /n, m, ŋ/. 

The vowels in CVC, CVN and NVC syllable types 

are /ɪ/, /ᴂ/, /a/ and /ᴧ/. While in CṼC context, the 

vowels are /ĩ/, /ᴂ /, /ᾶ/ and /ᴧ /. All the words are 

embedded in a carrier phrase for recording: 

  میں ۔۔۔۔۔۔۔۔ کیا 

/mᴂn ______ kea/ 

“I said _______” 

The detailed list of tokens is given in appendix 

A. Three repetitions of each word have been 

recorded. The acoustic measures A1-P1 and A1-P0 

introduced by Chen [7] are used to study the degree 

of nasality. A1-P1 is measured for high vowels and 

A1-P0 for low and mid vowels. These measurements 

are taken at the initial, medial and final points of the 

vowels and are compared to study the degree of 

nasality in different contexts. The measurements are 

taken at different points of vowels so that the 

difference in vowel portions can be observed.  

 

4. Results  
 

A total of 144 utterances have been recorded and 

analyzed (3 speakers * 3 repetitions * 4 templates * 4 

vowels).  The measurements of A1-P1 and A1-P0 are 

made at three locations (initial, medial, final) within 

each vowel and are compared for oral vowels (O), 

nasal vowels (N) and contextually nasalized (CVN 

and NVC) vowels.  

 

4.1. /ᴂ/ vowel 
 

The analysis of the vowel /ᴂ/ clearly shows 

difference in the degree of nasalization among four 

syllable types. The measure A1-P0 has lower value 

for nasal vowels and the vowels in nasal context 

(VN, NV) than the oral vowels. There is no 

consistent trend of assigning nasality across 

contrastively nasal vowel and the contextually nasal 

vowel. Therefore, both these categories of nasality 

are significantly different from the oral vowel. The 
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difference among these three can be seen clearly in 

Figure 2.  

 

Figure 2: A1-P0 (db) values averaged across 
three speakers and three repetitions. V+N 
presents the values averaged across the 

contexts (v+n, v+m, v+ŋ) and N+V presents 
the values averaged across the contexts 

(n+v, m+v) 

The average standard deviation (s.d.) for the vowel 

/ᴂ/ across four syllable types and the measures at 

three points (initial, middle and final) within vowel is 

3.55. The minimum standard deviation is 2.23 and 

the maximum is 5.18.  

4.2. /ᴧ/ vowel  

The measures taken in the different locations of 

/ᴧ/ vowel in different contexts show greater A1-P0 

value in oral context than the other (CVN, NVC and 

Ṽ) contexts (see Figure.3).  The vowel is nasalized 

greatly at its onset in N+V context and at its offset in 

V+N context. The nasal vowel /ᴧ    reflects greater 

degree of nasality at its offset. 

 

Figure 3: Average A1-P0 (db) across three 
speakers and three repetitions 

The average standard deviation for the vowel /ᴧ/ for 

A1-P0 measure is 3.38, ranging from 2.59 minimum 

and 5.36 maximum.  

4.3.  α/ vowel 

The measured A1-P0 values for /α/ in different 

syllable types provide a clear distinction of nasality 

in oral vowel and the nasal vowels. We can see the 

difference among oral and nasal vowels in the Figure 

4. The values are lowest for the vowel in CVN and 

NVC contexts at offset and onset respectively, which 

depict the effect of neighboring nasal consonant on 

the preceding and following vowel. The measures at 

the mid points of contrastively and contextually 

nasalized vowel are less than the oral one.  

 

Figure 4: Average A1-P0 (db) across three 
speakers and three repetitions 

The standard deviation for /a/ vowel is 2.75. The 

minimum s.d. is 2.12 and the maximum is 4.15. 

4.4. /ɪ/ vowel 

The A1-P1 values measured for /ɪ/ vowel show a 

greater difference between the oral and nasal vowel. 

The nasal vowel /ɪ  / depicts strong nasalization as 

compared to the contextually nasalized vowel /ɪ/. The 

measures of A1-P1 are given in Figure 5. 

 

Figure 5: Average A1-P1 (db) across three 
speakers and three repetitions 
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The average standard deviation for the measures 

of the vowel /ɪ/ is 6.94 with 3.75 minimum and 10.14 

maximum.  

The direction of nasality is shown in the figure 6 

clearly. The nasal vowels show greater degree of 

nasalization than the contextually nasalized vowels. 

The vowels in CVN context show greater degree of 

nasality in their offsets. On the other hand the vowels 

in NVC contexts have greater degree of nasality in 

their onsets. But the values measured at the middle of 

the vowels show a greater degree of nasalization in 

VN context than in NV context. So the Punjabi 

vowels tend to be nasalized in anticipatory direction  

 

Figure.6. Average (A1-P1, A1-P0) in CVC, 
CṼC, CVN and NVC contexts across vowels 

5. Discussion 

The results obtained from the data show very 

consistent trend of nasalization for both the 

contrastively and contextually nasalized vowels.  

There is significant difference between the A1-

P0 and A1-P1 values for oral and nasal vowels. The 

three nasal vowels /ᴧ/, /ᴂ/ and /a/ show tendency to 

be less nasal at initial point of the vowel but it 

gradually shows higher degree of nasality towards the 

middle and final locations within the vowel. 

Therefore, the A1-P0 and A1-P1 measures show 

greater difference at middle and final portions of 

nasal vowels from the oral vowels. Only /ɪ/ shows the 

opposite trend. For this vowel, the measures of A1-

P1 and A1-P0 are lesser at initial and middle 

locations than the final portion of nasal vowel.  The 

overall averages of the four vowels show the nasal 

vowel to be nasalized heavily at final point and lesser 

at initial point (see fig.6). 

There is no difference in the degree of 

nasalization for the contrastively nasal /ᴂ /, /α / and /ᴧ / 

and contextually nasalized vowels /ᴂ/, /α/ and /ᴧ/ in 

Punjabi. Only the nasal vowel /ɪ  / shows a greater 

degree of nasalization than the contextually nasalized 

vowel /ɪ/. So this study presents a different 

perspective from the previously cited work on the 

other languages which have oral/nasal contrast for 

vowels like French, Taiwanese etc. These languages 

confirm greater degree of nasalization in 

contrastively nasal vowels as compared to the 

contextually nasalized vowels. But Punjabi provides 

a different account. Punjabi contrastively nasal and 

contextually nasalized vowels have almost similar 

degree of nasalization, except /ɪ/ vowel. It contributes 

to the notion that languages differ on the basis of 

nasalization patterns. 

The vowels in CVN context show greater degree 

of nasalization in their offsets (following nasal 

consonant). This tendency marks the influence of 

neighboring nasal consonants on the following and 

preceding vowels. The vowels following a nasal 

consonant, show minimal influence of nasality on 

their onsets. 

On the other hand the vowels in NVC context 

adopt nasality from their preceding nasal consonant, 

which is more dominant in the onset of vowels than 

the other portions. The results of this study observe 

the Punjabi vowels’ tendency to be nasalized in 

anticipatory direction.  

 

6. Conclusion 

This paper has acoustically studied the degree 

and direction of nasalization in Punjabi vowels. The 

findings indicate the patterns of nasalization in the 

contextually nasalized vowels and the contrastively 

nasal vowels. The contrastively nasal and 

contextually nasalized vowels are clearly different 

from the oral vowels. There is no clear difference in 

the degree of nasality between the vowels in 

contrastive environment and the vowels in non-

contrastive environment, except /ɪ/.  

The results also show a clear tendency of Punjabi 

vowels to adopt contextual nasality in anticipatory 

direction. 
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Abstract 
 

Optical Character Recognition (OCR) is the 

process of converting printed, handwritten and typed 

printed text into its equivalent machine readable form. 

Scanning and comparison techniques are considered 

to recognize printed text or numerical data. Once the 

scanned document is converted into machine readable 

form, the text can then be used in different 

applications, just like normal machine readable text. It 

saves time by not typing already printed material for 

data entry. OCR software attempts to identify 

characters by comparing figures to those stored in the 

software library. The discipline of OCR is an offspring 

of Pattern Recognition, Artificial Intelligence, and 

Computer Vision. Arabic script (having characters that 

are connected cursively) makes the recognition of 

Urdu text more difficult as compared to a language 

such as English having isolated characters when 

forming a word. In this research paper, an analysis of 

8 years research papers (2002 to 2009) on Urdu OCR 

has been conducted to show the endeavors for the 

development of offline Urdu OCR covering both 

history and future work. 

 

1. Introduction 
 

There are many scripts available in Arabic and 

Urdu and many people have worked on Nastaleeq type. 

According to the best of the author’s knowledge, none 

of the work is done on pattern recognition of Typed 

Urdu Naskh font in which the treasure of knowledge 

exist left by our predecessors. T. Nawaz and his/her co-

authors discussed about the Urdu OCR Naskh font by 

using pattern matching techniques. The authors worked 

on pattern recognition for Unicode based computer 

fonts [1]. So a lot of attention is needed towards Urdu 

Naskh typed font.  

The recognition of characters of Arabic script 

based languages is not an easy task because of its 

cursive nature. Arabic characters are connected even 

when printed or typewritten. The characters of Arabic 

script and similar other characters are used by a greater 

percentage of the world’s population to write languages 

such as Arabic, Farsi (Persian), and Urdu. According to 

V. Margner and H. El Abed, research work on Arabic 

Optical Text Recognition increased considerably since 

the 1980's. First systems for Arabic printed text were 

available at the market in the 1990's. The above authors 

also did the collection of real world data. They 

performed scanning and labeling of the collected data 

to construct a database [2].  

Arabic OCR for Printed characters was a research 

topic in 1990's and a comparison on published papers 

was reported in 2000 There are three Arabic OCR 

systems (Sakhr, IRIS, ABBY) that are available in the 

market but they do not suit for Urdu script, because 

Urdu has some additional characters. Therefore the 

OCR used for Arabic or Farsi will not accomplish all 

the needs for Urdu OCR [2].  

 

2. Urdu OCR History 
 

Urdu is the national language of Pakistan with 

around 180 million speakers. Urdu script belongs to the 

family of scripts based on Arabic script. It is a cursive 

script, i.e. individual characters are usually combined 

to form ligatures. Although many fonts are available 

for Urdu, the predominant fonts are Nastaleeq and 

Naskh. In order to automatically convert an Urdu 

document image into electronic form, an Urdu OCR 

system is needed. However, there has been very little 

work done in the area of Urdu OCR [3]. Urdu is a 

derivational word from Turkish and it means “horde” 

(Lashkar). Urdu is an Indo-European language of the 

Indo Aryan family [4].  
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Urdu computing started in early 1980s, creating 

multiple encodings each in different places, as a 

standard encoding scheme was missing at that time. 

With the advent of Unicode in early 1990s, some 

online publications have switched to Unicode, but 

much of the publications still continue to follow the 

traditional ad hoc encodings [5]. 

 

3. An Analysis of Offline Urdu OCR 
 

On the basis of actual situation of research Table 1 

gives an overview of recently published offline Urdu 

recognition systems and their accuracy.  

 

Table 1:  overview of offline Urdu text recognition system 

Author(s) Methodologies\Algorithms Data Used Results 

S.A. Hussain  & S. 

H. Amin (2002) 

Multi-tier holistic approach and 

Feed Forward Back 

Propagation Neural Network 

200 Carefully selected ligatures 100% 

U.Pal & Sarkar 

(2003) 

Water Reservoir Principle 3050 Characters 97.8% 

F. Shafait, et al. 

(2006) 

Geometric layout analysis 

system 

Text line detection of 25 scanned 

images 

Books 90%, 

Magazines 80% and 

news papers 72% 

Z. Ahmed, et al. 

(2007) 

Neural Networks Old and newly written scripts 

used to evaluate results  

93.4% 

I.Shamsher, et al. 

(2007) 

Feed Forward Neural Network Ariel font Type in the Urdu 

alphabet set, 72pt font size 

98.3% 

A.Gulzar & 

S.Rehman (2007) 

Omega: as typesetting Engine 7000 ligatures Only 65 Nuqta clash 

N.Shahzad, et al. 

(2009) 

Subset of Rubine features, 

weighted and linear classifiers 

presented, to perform results 

38*4 characters Native Urdu 

participants, achieved: 

92.8%,  Non- Native 

Urdu participants 

achieved: 73% 

T. Nawaz, et al. 

(2009) 

Algorithm Used: Chain code 

calculation, segmentation, 

classification, character 

matching, testing, Unicode file 

creation.  

Different printed Urdu text image 

files of different font size of 

Urdu isolated characters 

89% 

M.W. Sagheer, et 

al. (2009) 

SVM, RBF and MN 3770 images of words. 98.61% 

S.T. Javed et al. 

2010 

HMM and HTK 3655 Ligatures of Noori 

Nastaleeq 

92% 

S.S. Bukhari et al. 

2011 

Multiresolution Morphology 

and Ridge Based Method 

25 Arabic and 20 Urdu 

Document Images. 

99% for non text 

segmentation, 96% for 

Arabic and 92% for 

Urdu text-line 

Detection. 

 

S. A. Hussain and S. H. Amin present a new 

approach of offline character recognition. For this 

purpose, they select the Noori Nastaleeq script by using 

Multi-tier Holistic approach for the recognition of a 

ligature [3]. According to U. Pal and A. Sarkar, writing 

style in Urdu is from right to left whereas it is from left 

to right in other Indian scripts [6]. Under the sub-

heading “PREVIOUS WORK” the above authors 

mentioned, the accuracy achieved by their system is 

97.8%, but it will not handle the messiness and 

variation of handwritten characters. It can be noted that 

an Urdu basic character may have four components.  

There is a structural similarity between Urdu and 

Arabic script. These authors presented their paper on 

68



 

 

the recognition of printed Urdu script. They use the 

water reservoir principles for the character recognition. 

They use the Hough transform technique for skew 

angle estimation [6].  

 

 

Fig.1. Different reservoirs and their water flow 

directions are shown in four characters. [6] 
 

According to U. Pal and A. Sarkar, the proposed 

OCR system automatically detects individual text lines 

and then segments the character in each line. Their 

OCR system only recognizes the basic (isolated) 

characters. They actually want to explain about the 

complex and cursive nature of Urdu script. They tested 

the system on 3050 characters. They tested the 

prototype of this system on printed Urdu characters and 

currently achieved 97.8% character level accuracy on 

the average. They describe that Urdu alphabet consists 

of 39 basic characters [6]. 

According to F. Shafait and et al [7], layout analysis 

is the key component of an OCR system.  They present 

a layout analysis system from Urdu document images 

for extracting text-lines in reading order. They are 

concerned with geometric layout analysis of Urdu 

documents. They present the block diagram which 

shows the flow of layout analysis as shown in the Fig 2.  

 
Fig 2: Block diagram of Layout analysis. [7] 
  

According to these authors the results obtained on 

Urdu script are not as robust as those in the roman 

script. They collected 25 images of Urdu text to 

evaluate the performance of the described layout 

analysis system. They mentioned that due to the 

presence of dots and diacritics the results were not 

satisfactory as compared to Latin script. Mainly this 

paper analyzes, and to some extent detects, the layout 

of scanned documents. Their proposed algorithm 

achieved detection rate of more than 90% for line 

detection for the source taken from books and 

magazines, whereas in case of decreased inter-line 

spacing as in digest, decreased the detection results up 

to 80%. Newspapers source line detection was 72% 

[7]. 

 

4. Segmentation  
 

Z. Ahmed and his/her co-authors describe that 

Urdu is written in different styles and shapes.  They 

found that recognizing the connection of a word is not 

a big issue but understanding the shapes/forms of 

words become complex i.e. when a letter comes in the 

beginning, in the middle or at the end it changes its 

original shape. They recognized the printed Urdu script 

using neural networks and achieved 93.4% accuracy on 

the average. According to these authors, the main focus 

is on character segmentation. They mentioned that 

there is 58 character set defined by NLA (National 

Language Authority). They assumed that input script 

was diacritics free, where the diacritics in Urdu script 

distinguish the homonym easily [8]. 

M. I. Razzak and his co-authors try to combine the 

preprocessing steps for Online Character Recognition 

and present a novel technique for online preprocessing 

for removing the variation in both online and offline 

text.  Whereas in printed offline approach, the variation 

rate is not high as found in handwritten documents. 

They mentioned that they performed different 

preprocessing steps on the input strokes, but they didn’t 

name those preprocessing steps. They proposed 

segmentation that was based on the threshold value and 

position with respect to the previous base character. 

They did smoothing on the chain code of the stroke. 

They transformed the input stroke into image to 

perform offline preprocessing steps. They claim “By 

using joint processing for online and offline OCR the 

efficiency can be increased”. But they didn’t mention 

the accuracy and recognition rate in percentage, so we 

are not fully aware about the achievements of this 

research [9].   

M. Akram and S. Hussain presented the word 

segmentation for Urdu OCR system, they tested their 

model on the corpus of 150 sentences, and these 

sentences were composed of 2156 words and 6075 

ligatures. They also mentioned that 65 unknown words 

and 2092known words. The identification rate of this 

model was 96.10% with 65.63% unknown words [10]. 

S. T. Javed et al. extracted the global 

transformational features from non segmented ligature. 

They used Hidden Markov Model (HMM) for 

recognition and HMM Tool Kit (HTK) to implement 
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HMM. For achieving 92% accuracy they tested the 

system with 3655 ligature of Noori Nastaleeq font [11].  

S. S. Bukhari and his co-authors  presents a robust 

layout analysis system from scanned Arabic script 

document images written in different languages 

(Arabic, Urdu, Persian) and styles (Naskh, Nastaliq) 

for extracting text-lines in reading order. They 

evaluated their system on 25 Arabic and 20 Urdu 

document images. They achieved 99% non text 

segmentation accuracy by using multi resolution 

morphology based method and above 96% text line 

detection accuracy for Arabic dataset and 92% for 

Urdu dataset by using ridge based method [12]. 

 

5. Recognition   
 

I. Shamsher and his co-researchers presented that 

there is a lot of work done on the literature of Islamic 

studies and Urdu, which need to be transferred into 

electronic form.  The above mentioned authors use 

their own proposed Feed Forward Neural Network 

Algorithm of MLP (Multi Layer Preceptrons) for the 

implementation of Urdu OCR Shown in the Fig 3. 

Their methodology consists of three layers, i.e. input 

layer, hidden layer and output layer. They worked on 

OCR system for printed Urdu. The accuracy rate at 

character level is 98.3% on the average. The software 

is tested in 72 pt font size only. This software, 

however, only recognizes the individual characters, so 

its scope is limited [13]. 

 

 
Fig 3: Implemented MLP Network. [13] 

 

According to A. Gulzar & S. Rehman, Nastaleeq is 

a complex font.  They discuss the complexity of 

Nastaleeq font and also provide the solution that uses 

Omega as the Typesetting Engine for rendering 

Nastaleeq.  They   discuss that there are more than 

20,000 ligatures in Urdu and they use only 7000 

ligatures randomly from the corpus of 20,000 valid 

ligatures [14]. Fig 4 shows the test results of A. Gulzar 

& S. Rehman. 

 

Fig 4: Test results by using Omega. [14] 

 
 

N. Shahzad and his co-researchers in their paper                     
"Urdu Qaeda: Recognition System for Isolated Urdu 

Characters" presented the online system for recognizing 

isolated, hand sketched Urdu characters. The system 

showed an accuracy of 92.8% for native Urdu writers. 

According to them, there is no significant research 

which has been directed towards the online recognition 

of the Urdu Language. They mentioned that “Urdu 

language consists of 38 basic characters”. The authors 

further say that most of the characters in Urdu language 

are multi-stroke. Each character has a single primary 

stroke and zero or more secondary strokes. They give 

the example of “ ”. In this case, according to these 

authors, “ ” is the primary stroke and three dots are 

secondary strokes. However in the discussion section 

they have shown the “ ” which has single primary 

stroke and two secondary strokes as shown . So 

their earlier statement that “sheen ( ) is a multi-

stroke character which consist of four strokes is not 

matched with the given image of sheen ( ). 

According to the above mentioned authors, some 

characters were not correctly recognized due to 

similarity in writing. They presented an example of 

similar characters which cause recognition problem as 

in the following case. 

 
Fig 5: Similar Characters. [15] 
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These characters are similar in level of secondary 

stroke as the toye-shosha is similar, but the basic or 

primary characters are quite different. They only use 

the initial character of cursive script for recognition.  

They concluded that the system also recognizes a 

character that is not true in shape.  The system should 

be able to reject the input as an invalid character so the 

user could learn and draw the character correctly [15]. 

J.Tariq and his co-workers develop a prototype of 

Urdu OCR which recognizes the isolated characters of 

Urdu language with the help of database, without using 

neural network and its accuracy rate is 97.43%  [16]. 

T. Nawaz et al. discussed about the Urdu OCR 

Naskh font by using pattern matching techniques. 

These authors worked on pattern recognition for 

Unicode based computer fonts and proposed offline 

character recognition for isolated characters of Urdu 

language. They use the Chain code algorithm for 

character matching [1]. Calculating alternating on and 

off pixels the chain code is generated as shown in the 

Fig 6.        

 
Fig 6: Calculated String for chain code. [1] 
 

There are many words in Urdu, which are formed 

using only isolated characters. For example, see Fig 7. 

, ,  

Fig 7: Urdu Isolated Characters 
 

But these are only few words, so the claim made in 

T. Nawaz’s paper that “Urdu language forms words by 

combining isolated characters” is partially correct, as 

examples mentioned above. They also mentioned, 

“Urdu is a cursive language, having connected 

characters making words”. The examples of such words 

are in Fig 8.  

 

, , ,  

Fig 8: Urdu Ligatures 
 

They worked only for isolated characters, so the 

scope for their research is limited. The majority of 

Urdu words are connected characters. They claimed 

about accuracy up to 89% with the rate of 15 chars/sec. 

They also mentioned, “Urdu character set has 40 

characters”. But there is a controversy over the number 

of letters in Urdu alphabet. National Language 

Authority declared 58 letters of Urdu, in a meeting 

dated 26 January 2004 [17]. 

As per Dr. Rauf Parekh “The controversy over the 

total and correct numbers of letters in Urdu alphabet 

has been running for over 200 years now”. The 

algorithm chain code calculation which is normally 

used in such OCR systems to recognize characters with 

the segmentation i.e. line segmentation, character 

segmentation and two levels segmentation [18] . 

A. Durrani describes the shapes of four letters as 

given in Fig 1 that have become the reason of 

segmentation or space between words.  Wherever any 

of these four letters appear, the ligature of work will 

break. There is a rule in Urdu that all letters become 

combined until the word is finished and the last letter 

will be in full shape [19].   

 
Fig 9: Letters of the word Urdu 

 

Urdu characters in isolated shape have only one 

form but in case of connected, their shapes change 

ranging from 2 to 4 as given in Fig 10. 

 
Fig 10: Urdu character: Shapes 

 

There are many fonts available in Arabic and Urdu 

but it is considered that “Naskh” and “Nastaleeq” are 

the main two fonts, Nastaleeq has some complexities. 

Many people have worked on Nastaleeq type. 

Calligraphy of Nastaleeq is still waiting for research 

projects. In Pakistan, none of the work is done on 

pattern recognition of Typed Urdu Naskh font.  

M.W. Sagheer and his co-authors worked on large 

database for off-line handwriting recognition. They 

conducted the recognition of Urdu digits and achieved 

the accuracy of 98.61%. For the recognition process 

they use the methodologies of Support Vector Machine 

(SVM), Radial Base Function (RBF) and Moment 

Normalization (MN) [20]. 

 

6. Conclusion and Future Work 
 

 This paper describes research on Urdu OCR. It 

has discussed methods of OCR and classified them 

according to different criteria. It is the first Urdu 

offline character recognition survey to give testing 

procedures and recognition rates for as many systems 
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as possible. However, current systems are applied to 

restricted domains and/or have only been tested on 

small datasets.  

Future research and testing are needed to develop 

systems for widespread use. Considering all the aspects 

in the previous section, the next step is to provide 

better offline Urdu OCR for the typography and pattern 

recognition. So a lot of attention is needed towards 

Urdu Naskh to bring it in a working stage, especially 

for the type cast by type foundries the pages partitioned 

accordingly. Urdu typography and calligraphy are 

enormously different fields but most of the people 

mixed-up both fields, so the distinction between them 

may be considered.   The work on Urdu typography of 

Typed Urdu Naskh font that was developed and used 

by foundries before the advent of computerized 

printing has not been touched by any researcher. So 

there is dire need to convert that work into electronic 

form so that everyone can get benefit from the work 

that has almost been diminished. 
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Abstract 
 

Speaker independent, spontaneous and continuous 

speech recognition system (ASR) can be integrated to 

other technologies like mobile to create an interface 

between technology and illiterate people so that they 

can use modern technologies. One of the major hurdles 

in such ASR is unacceptable word error rate. The 

paper explores the possibility of analyzing the Urdu 

speech corpus based on recognition results to improve 

word error rate (WER).   

 

1. Introduction 
 

This paper describes the implementation of single 

speaker ASR system and process employed in the 

analysis of speech corpus based on recognition results. 

The speech corpus has been recorded based on earlier 

corpus design [1]. It consists of mixture of read and 

spontaneous speech and divided into two portions for 

training and testing [2]. Based on the test results 

confusion matrix has been generated indicating the 

correctly matched and confused phonemes. Speech 

corpus has been updated based on the results. The next 

section describes the previously work done on Urdu 

ASR and of other languages. 

 

2. Literature Review 
 

Many ASR systems has been developed using 

different methods on different languages. Brief survey 

of ASR in Urdu and different languages will be 

presented in this section. 

Performance of English speech recognition has 

been evaluated in noisy condition by using HTK toolkit 

[3]. Data of fifty two male and female speakers, 8440 

utterance and connected digits has been recorded at 

different places having different SNR’s. Average word 

accuracy is 87.81%. 

Performance of English ASR has been analyzed 

based on word recognition error rate on subset of 

Malach [4] corpus. Noise compensation technique has 

been implemented that results in 1.1% reduction of 

WER [5].  

Speaker adaptive training [6] (SAT) and 

discriminative training with minimum phone frame 

error (MPFE) criterion has been used to decrease the 

errors in Finish Morph based continuous recognition 

system [7]. Error analysis based on acoustic model has 

been performed in continuous Chinese speech 

recognition system Easy talk [8], [9]. 

Speech recognition system using subspace 

Gaussian mixture model approach has been developed 

by having sixteen Gaussian per state. The system has 

been trained and tested on English, German and 

Spanish languages of 15.1, 16.5, 14.7 and 1.8, 2.0, 3.7 

hours of data respectively. CallHome [10], corpora has 

been used for evaluation of training and decoding of 

recognition performance. Phoneme error rate for 

English, German and Spanish language has been 

reduced from 54.9, 46.2, 56.3% to 51.7, 44.0, 53.4%. 

Hindi (Swaranjali) speech recognizer has been 

developed for two male speakers [11]. Rcognition 

vocabulary consists of isolated hindi digits from zero to 

nine and trained with twenty utterance of a word for 

each speaker. Recognition result for two speakers has 

been found to be 84.49% and 84.27%. Hindi speech 

recognition system by using HTK toolkit has been 

developed for eight speakers. Recognizer is based on 

acoustic word model. Rcognition vocabulary consists 

of thirty isolated Hindi words. Word accuracy has been 

found to be 94.63% [12]. 

Robust Urdu speech recognition system by using 

Sphinx 3 toolkit has been developed in which three 

language models have been developed incrementally, 

one model consist of data from 40 female speakers 

only, one from 41 male speakers only, and one with 

both male and female speakers (81 speakers). The error 

rate was 60.2% [2]. An Urdu SR system using by using 
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Pattern-Matching and Acoustic Modelling approaches 

to SR for Urdu language has been proposed with a 55-

60% accuracy rate [13]. They have used ANN 

(Artificial Neural Network) to convert a set of frames 

into phonetic based categories.  They used Viterbi 

search algorithm to search the best sequence path for 

the given word to be recognized. A single speaker SR 

system for isolated Urdu digits by using ANN approach 

has been developed [14]. A mono-speaker database 

system for Urdu digits by using ANN approach in 

Multilayer Perceptron (MLP) has been proposed [15].  

This system is implemented by using Matlab toolkit. 

Urdu ASR system has been developed by using 

sphinx4. This system is based on small vocabulary 

(fifty two isolated spoken Urdu words). Training set 

consists of speech data from ten speakers having total 

of 5200 utterances. The mean word error rate was 

5.33% [16]. An Urdu ASR system of single speaker 

medium vocabulary, 800 utterances consisted of read 

and spontaneous speech data are mixed together in 

various ratios, has been developed and the system is 

tested using spontaneous speech data only [17]. 

 

3. Methodology 
 

Two experiments have been developed.                               

1) Experiment-1 (Baseline) 2) Experiment-2 (Revised).  

Training and testing data for baseline experiment is 

described in Table-1.  

 

Table 1: Baseline Data 

No. of training 

utterances 

620 

Duration of Data 56 minutes 

No. of test utterances 45 

Read speech 

utterances 

351 

Spontaneous speech 

utterances 

269 

 

The speech corpus on Urdu language for the 

testing and training has been developed described in 

[2]. Training and testing data is non-overlapping. The 

transcription of speech files will be done manually and 

orthographically in Urdu script. The transcription rules 

will be based on [19]. In the transcription of speech 

files non-speech areas in the segments will be 

represented by the Silence, Vocalization and Breath 

tags manually. All the files will be converted to the 

Sphinx format using the Sphinx Files Compiler 

described in [17].  

Based on the recognition issues data of revised 

experiment-2 has been modified as described in Table-

2. 

 

Table 2: Revised Data 

No. of training 

utterances 

671 

Duration of Data 65 minutes 

No. of test utterances 60 

Read speech 

utterances 

400 

Spontaneous speech 

utterances 

269 

 

Data has been added on incremental basis such 

that amount of training data does not remain a 

significant factor in decreasing word error rate. This 

additional data has been selected to increase the 

amount of training phoneme. This data has been added 

in form of full read sentences. Words have been chosen 

that consists of these phonemes. Sentences have been 

selected such that it contains maximum of these words. 

The aim is to analyze the effect of increasing training 

data on phoneme accuracy. 

 

3.1. Toolkit 
 

Speech data has been recorded on laptop in wav 

format at 16 kHz sampling frequency. Praat [18] has 

been used to record the speech files over the 

microphone channel. Sphinx, speech recognition 

toolkit has been used to develop and test the acoustic 

model. The Latest nightly release of Sphinx train 

Sphinx3 has been used to develop the ASR system. 

 

4. Experiment-1 Recognition Results 
 

Baseline recognition results are described here. To 

perform error analysis on above recognition results, 

algorithm has been developed to find the frequency of 

training, matched and confused phonemes and 

tabulated in the form of matrix. The following graphs 

show the relationship between the percentage error rate 

and amount of training data for every phoneme.  
 

Table 3: Baseline Recognition Results 

No. of tied states 100 

Beam width 1e-120 

Language weight 23 

Word error rate 18% 
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Percentage error rate 

 
Amount of training data 

 

Figure1: Graph for Stops 

 

Percentage error rate 

 
Amount of training data 

 

Figure 2: Graph for Fricatives, Trills, Flap, 

Approximants 
 

Percentage error rate 

 
Amount of training data 

 

Figure 3: Graph for Vowels 

The following Table shows the original phoneme, 

the confused ones and confusion frequency. 

 

Table 4: Confusion Matrix 

Phone Confusion  Frequency  

P  Sil  3  

TT  Sil  1  

T_D  Sil  3  

T_D  D_D  1  

N  Sil  3  

K  Sil  2  

K  P  1  

K  B  1  

M  Noise  1  

V  R  1  

Z  D_D  2  

Z  R  1  

Z  Noise  1  

F  Sil  2  

SH  K  1  

SH  H  1  

S  Noise  1  

H  Sil  1  

T_SH  AA  1  

D_ZZ  Z  1  

D_ZZ  Noise  2  

R  Noise  2  

J  Noise  2  

O  OON  1  

OO  O  2  

OO  AE  1  

AE  Sil  1  

U  AA  1  

U  Sil  2  

I  II  1  

I  Sil  2  

AA  OO  2  

AA  Sil  2  

AA  Noise  4  

 
4.1. Experiment-1 Discussion 
 

Following are the conclusions extracted from the 

Figure-1, 2, 3 and Table4. Large y-axis value and small 

x-axis value gives large error rate due to the reason that 

training data was not sufficient. Large y-axis value and 

large x-axis value gives large error rate. As the training 

data was sufficient so there might be two reasons for it: 
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 i) Tagging error 

 ii) Phoneme is problematic  

As described in section-3, the Silence, Vocalization 

and Breath tags will be defined manually to represent 

non-speech areas in the segments. From Table-4, there 

are a lot of confusion between phonemes and silence. 

Following four solutions have been used to overcome 

the above problem: 

1- Carefully analyze the transcription to check 

tagging error. 

2- Add more data such that phonemes are balanced. 

3- The non-speech areas in the segment should be 

identified automatically. 

There are some phonemes whose training data is 

sufficient but error rate is high. As described in section-

3, the segmented speech files have been transcribed 

orthographically in Urdu script manually. These 

phonemes have been analyzed in the transcription and 

original sound files and following are some issues are: 

1- Stops phoneme (T_D) was not completely uttered 

by the speaker.  

2- Vowels (DD, AE) were not correctly transcribed at 

some places. 

These issues are solved according to original wave 

files. There are some phonemes whose training data 

was not sufficient. Based on results from figure-1, 2, 3, 

data has been added to previous speech corpus. The 

non-speech areas in the segment have been identified 

automatically by using force alignment algorithm. It 

aligns the transcribed data with the speech data [21]. 

 

Original Transcript: <s> <sil> NORMAL KAE 

HAALAAT_D HAYN <sil> </s> 

Force-aligned Transcript: <s> NORMAL KAE <sil> 

HAALAAT_D HAYN </s>   

 

 
 

 

 

sil  NORMAL   KAE     HAALAAT_D   HAYN     sil 

 

 

5. Experiment-2 Results 
 

Revised recognition results are described here. 

Following graphs show the improved results of above 

approaches.  

 

Percentage error rate 

 
Amount of training data 

 

Figure 4: Graph for Stops 

 

Percentage error rate 

 
Amount of training data 

 

Figure 5: Graph for Graph for Fricatives, Trills, 

Flap, Approximants 
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Percentage error rate 

 
Amount of training data 

 

Figure 6: Graph for Vowels 
 

Analysis of transcription improves the phoneme 

accuracy as described in Table5.  

 

Table 5: Improved Phoneme Accuracy 

P
h

o
n

e-m
e 

T
rain

in
g

 

D
ata 

P
rev

io
u

s 

E
rro

r 
rate 

(%
) 

Im
p

ro
v

ed
 

E
rro

r 
rate 

(%
) 

P
ercen

tag
e 

Im
p

ro
v

em

en
t (%

) 

T_D 1127 13.04 6.52 50 

DD 1842 20.69 6.89 66.67 

AE 1804 11.11 6.67 39.69 

 

Effect of increasing training data improves the 

phoneme accuracy as described in Table6.  

 

Table 6: Improved Phoneme Accuracy 

Phoneme Original 

training 

data 

Increased 

training 

data 

Improved 

accuracy 

from (%)-to 

(%) 

B_H 82 142 50-0 

P 540 608 27.3-3.7 

G 342 415 25-0 

SH 276 360 18.1-0 

T_SH 55 515 66.3-0 

D_ZZ 485 524 21.4-9.5 

O 25 101 33.3-0 

OON 203 621 33.3-0 

AAN 285 585 16.6-0 

AY 572 675 5.3-0 

TT 290 974 20-20 

 

Improved Recognition results are described in Table7. 

Table 7: Revised recognition Results 

No. of tied states 100 

Beam width 1e-120 

Language weight 23 

Word error rate 3.9% 

Percentage 

Improvement 

78.3% 

   

5.1. Experiment-2 Discussion 
 

Analysis described in section-3 gives the 

information that how much times each phoneme 

appears in the training data. Percentage error rate 

(PER) has been found by using the formula 

 

PER = [(f2-f1) / f2]*100 

Where 

f2= # of times phoneme appear in test data 

f1= # of times phoneme correctly decoded 

The phoneme ‘T_D_H’ did not appear in figure-1 

but in figure-4 because it did not appear in test data. 

Same is the case with phoneme ‘TT_H’ in figure-2, 

‘UUN’ and ‘A’ in figure-3. Test data has been 

increased to add the above phonemes.  

Training data has been increased based on the 

technique described in section-3. Table-6 shows the 

original training data, increased training data and 

improved accuracy. From Figure-1, 2 and 3, phonemes 

having relatively low training data and large error rate 

have been short listed in Table-6. The amount of 

increased training data is different for every phoneme 

because it has been increased in form of full sentences. 

Training data of phonemes other than those listed in 

Table-6 has also been increased because of adding full 

sentences e.g. training data of phoneme ‘K’ has been 

increased from approximately 1800 (Figure-1) to 2000 

(Figue-4). Its error rate has also been decreased to 0%. 

Some phoneme has no effect on increasing training 

data and their error rate is also not alarming. From 

Table-6 error rate of some phoneme has been reduced 

to 0% and for others to some numerical value. It 

depends on the context in which phonemes appear in 

training data. The last phoneme ‘TT’ in Table-6 shows 

that there is no effect of increasing training data 

because utterance/pronunciation of this phoneme was 

not correct in original wav file. The saturation value of 

training data for each phoneme is different for single 

speaker. It may be different for different speaker 

(male/female) or number of speakers (male/female). 
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6. Conclusion 
 

Section-5 shows that word error rate can be 

improved by refining training data, applying force 

alignment algorithm on transcription and increasing 

training data for selected phonemes. However these 

analysis methods will improve WER if and only if 

utterance/pronunciation of phonemes under observation 

is correct. For example the phoneme ‘TT’ had no effect 

of increasing training data (as shown in Table-6) 

because pronunciation was not correct in original data. 

The word that contains this phoneme has been difficult 

to pronounce.   
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Abstract 
 

Text segmentation is a process of dividing a 

sentence into its constituent words. For Natural 

Language Processing, Word Segmentation is an initial 

and obligatory step. Research in word segmentation 

has been done in different languages like English, 

Dutch, Chinese, Norwegian, Swedish and much more 

but this research focuses on Urdu language. Unlike 

English language, words in Urdu language are not 

always separated by spaces and spaces are not 

consistently used, which gives rise to both space 

omission and space insertion errors in Urdu. Space 

omission and space insertion error is the major 

challenge for segmentation task. This paper discusses 

the problems of Urdu Word segmentation and also 

suggests a solution to the space omission problem and 

space insertion problem. First, the clustered words are 

segmented and then each clustered word is divided 

into valid word. We use dictionary for marking word 

boundaries and for validating that the word is 

segmented correctly. This technique can be used for 

any application of Urdu text. This work has been tested 

on words collected from Geo
1
, Jang

2
, BBC

3
 news sites 

and other online documents available on internet. The 

proposed solution is tested on 11,995 words and the 

result is around 97.2%. 

  

 

1. Introduction 
 

First step for developing any application of 

Natural Language Processing is word tokenization i.e. 

separate the words of sentences. Word segmentation of 

                                                           
1
 www.geo.tv/urdu.htm 

2 http://www.jang.com.pk 
3 http://www.bbc.co.uk/urdu 

 

Urdu Language is different from English language in 

that spaces not always mark the word boundary, hence 

it has space omission problem. While word 

segmentation in Urdu is different from Chinese 

language in that space marks boundary of some of the 

words, hence it has space Insertion problem. 

2. Related Research 
 

A very thorough study has been done by Kashif 

Riaz [4], [5], [7], [8], [9] in Urdu morphology. A 

comprehensive work on Urdu Word segmentation has 

been carried out by Nadir Durrani and Sarmad Hussain 

[3]. 

Recently, Urdu segmentation has been done for 

printed Urdu text [6]. 

Gupreet Sign Lehal [1], [2] has developed a 

technique to cater with space omission problem for 

Urdu word segmentation with application to Urdu-

Devanagri transliteration system. He used bilingual 

corpus to tokenize Urdu words. 

3. Urdu Language 
 

Urdu is a widely spoken language (the third most 

widely-spoken language in the world after English and 

Mandarin), its linguistics characteristics and its 

resemblance with other spoken languages like Hindi 

(Hindi is written in a different script than Urdu, but 

both have same grammar) and Persian (both Urdu and 

Persian languages have same script). Urdu script 

derived from a Persian modification of Arabic script 

written from right to left. Urdu language contains 28 

alphabets, 25 consonants and 12 vowels. 
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3.1. Urdu Morphology 
 

This section describes the morphology of Urdu 

text with the help of examples. Urdu alphabets can be 

divided into two groups; joiners and non-joiners. 

Joiners have four shapes e.g. alphabet ب is a joiner and 

it has four shapes; ب , ب ,ب , ب , and non-joiners have 

two shapes, e.g. alphabet ر is a non-joiner and it has 

two shapes ر ,ر . Table 2 shows the joiners and the 

non-joiners in Urdu alphabets.  

If a word ends in a joiner alphabet, space has to be 

inserted, e.g. while writing a word like میری , space has 

to be inserted else the next word will merge with this 

word. E.g. if sentence contains two words (میری بات ) it 

will be written like this میری  space بات . If space is not 

inserted it will be like this; یباتمیر , which is an visually 

incorrect. Similarly, if there is a multi-term word e.g. 

 space has to be inserted, if space is not ,ضرورت مند

inserted its shape will be ضرورتمند, which is not 

acceptable in Urdu. Therefore we can say that space is 

inserted in Urdu words for marking the boundary of the 

words as well as for a word to have a proper shape. 

Now consider a part of sentence سالدوہزار , contains 

three words (دو, ہزار, سال), the words دو and ہزار have 

non-joiners as their last alphabet i.e. و and  ر are non-

joiners, they do not need space for word to have a 

proper shape. So a word that ends at a non-joiner will 

not have a space from its next word. Segmenting words 

that ends with a non-joiner is a major challenge. 

Table 1 shows different shapes of joiners and non-

joiners as they come in the start, middle and end of a 

word. As it is clear from the table that joiner has 

different start and ending shapes, so it is relatively easy 

to identify words that end at joiners. While a non-joiner 

has same start and end shape therefore it is hard to 

identify the boundary of a word that ends at a non-

joiner. 

We have taken the term ligature from Lehal [3]. 

Urdu word consists of many ligatures e.g. consider a 

word نام, it consists of two ligatures i.e. نا and م. So 

every word is a cluster of ligatures. In this paper, we 

call those words as compound words which consists of 

more can one word like  سیخ کباب   ,دنیا جہاں. 

 

 

4. Segmentation Algorithm 
 

After going through Urdu morphology it is clear that 

either a word can end at joiner or at non-joiner. The 

algorithm we proposed has four modules. It is a 

pipeline model in which sentences goes through 

different modules. First, it enters tokenization module. 

 

Table 1: Shapes of joiners and non-joiners 

 Start 

Shape 

Medial 

Shape 

End 

Shape 

Joiner : اجیب ب نی ،دبابم  ب،کت بکتا   

Non-

Joiner : ر 

اتر حلہ رم 

ادہر،ا  

ر، امبربیما  

 

Table 2: Non-joiners and Joiners in Urdu 

Joiners ا د ڈ ذ ر ڑ ز ژ و ے 

Non-

Joiners 

ب پ ت ٹ ث ج چ ح خ س ش 

ص ض ط ظ ع غ ف ق ک گ ل 

 م ن ہ ی ھ

 

4.1.  Tokenization Module 

 

As we discussed above, space is typed while 

writing Urdu words, either for correct shaping or for 

word boundary. When sentence enters tokenization 

module it divides the sentences into sub sentences 

whenever space is encountered. E.g. a sentence    ہم سب

  will be converted into امیدسے ہیں

 ہم 

 سب 

 امیدسے 

 ہیں 

 

4.2.  Valid Word Checker Module 

 

It checks whether a word is in the dictionary or 

not. First each clustered word is checked in dictionary, 

if it is present it is a single and a valid word, if not that 

means it’s a cluster of words. 

In the given example امیدسے  will not be a valid 

word in dictionary that means it consists of two or more 

words. 
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4.3.  Space Omission Module 

 

Those clustered words which were not present in 

Valid Word Checker Module are sent to Space 

Omission Module, in which words are separated from 

each other. Marking boundary in this case is a 

challenge because it can be segmented in a number of 

ways. Now we divide into ligatures. In our case these 

will be: 

 ا 

 مید 

 سے 

 

We then combine these ligatures to form different 

combinations. Valid combinations for a clustered word 

with three ligatures can be 4. First we make different 

combinations, and then we take each combination at a 

time and check the words of those combinations in 

dictionary. The combination in which all words are 

present in dictionary is selected. It can be possible that 

two combinations contain all the valid words. E.g. 

+ اپنی ;can be segmented in two ways جاکراپنی کر   + جا   or 

+ پنی   کرا   + جا  . Both combinations are valid which one 

to select? To solve this problem we have used list of 

frequent words (present on CRULP). The combinations 

having maximum frequent words will be selected. 

Figure 1 shows the overall architecture and Figure 2 

presents the pseudo code of the proposed algorithm. 

 
Figure 1: Architecture of Proposed System 

 
if(sentence contains space) 

{ 

    Divide sentence into CW 

} 

if(CW is present in dictionary ) 

{ 

    Add to words list 

} 

else 

{ 

   Divide the CW into ligatures 

          if(dictionary contains ligatures) 

         { 

            Add to word list  

         } 

        else 

         { 

Combine ligatures and then check in       dictionary 

        } 

} 

if(two consecutive words in word list are valid) 

{ 

Merge the into a single word 

} 

Figure 2: Pseudo-code of Proposed System.  

 

4.4.  Space Insertion Module 

 

Last module is Space Insertion Module in which 

multi-term words are detected. This is done by using a 

very simple technique.  

We merge two consecutive words and check 

whether the merged word is present in dictionary or not 

, if it does it will be added in the valid word list and 

those two words will be deleted from the valid word 

list e.g. consider word  شادی شدہ till now شادی and شدہ 

are different words. We will combine these words and 

check if they are present in dictionary, if they are 

present these words will be merged into a single word.  

 

5. Results 
 

This algorithm is tested on a very small data of 

Urdu words. It is tested on about 11995 Urdu words 

and 97.2% of words are segmented correctly. Out of 

11995 words, 272 words were not segmented correctly. 

112 words are segmented incorrectly because of the 

proposed algorithm while 160 words were not present 

in dictionary. The efficiency of this algorithm depends 

solely on the dictionary. If a word is valid and is not 

present in the dictionary it will not be considered a 

valid word. The Urdu word list is taken from CRULP 

(www.crulp.org). It is quite comprehensive but still 

some words are missing, so those missing words must 

be added. 
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5. Future Work 
 

A better Urdu database must be developed which 

must be complete in every perspective, as dictionary 

plays a very critical role in segmentation. The more the 

words dictionary contains, the better the result of the 

segmentation algorithm. For English words, a proper 

list should be developed which must cater the problem 

of English words. 

 

6. Conclusion 
 

In this paper we presented a technique that solves 

both Space Omission problem and Space Insertion 

problem. This proposed technique uses dictionary to 

cater these problems. We have used frequently used 

words list for better segmentation results. 
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Abstract

The complexity in machine recognition of Ara-
bic language due to its cursive nature is well known.
Urdu is a popular language which is written in Ara-
bic based script but uses a special calligraphic style
of writing known as Nastaliq. The calligraphic na-
ture of Nastaliq and other linguistic properties of
Urdu introduce many other complexities which must
be kept in mind in the development of OCR. This
paper introduces all those complexities and open is-
sues which are unique to Urdu language and Nastaliq
style or writing from OCR point of view.

1. Introduction

Optical Character Recognition (OCR) is a
branch of Pattern Recognition which is used to rec-
ognize printed text, normally in form of digitally
scanned images or live text coming from drawing
by a user through some digital input device. The
goal is to convert the input into machine recogniz-
able form. The recognition process is highly depen-
dent upon the source script and writing style. The
process used in the recognition on one type of script
will usually not be able to recognize the text in some
other script, or it may be only partially applica-
ble. This is because machine recognition processes
are highly dependent upon the geometrical features,
font and writing rules of the script. This makes Op-
tical Character Recognition a vast field and requires
research for each type of the writing styles.

Urdu language possess some of the properties
which are considered most challenging in character
recognition world. The most common of them is
cursiveness which it inherits from Arabic. This is
why most researchers tackle the problem of Urdu
Character Recognition in the same way as that of
Arabic Character Recognition which is wrong. The
complexities of recognition of Urdu script are much
more than that of Arabic script thus require much
more attention and out of the box thinking. This
paper is written specifically to introduce all the

complexities, to the best of our knowledge, which
are unique in recognition of Urdu Nastaliq script.

Section 2 describes the characteristics of Urdu
script such as its character set and its basic differ-
ences from Arabic and Persian. Section 3 presented
a summary of current research done in the field of
Urdu Character Recognition. Section 4 describes
different complexities found in Urdu Nastaliq style
of writing and in the end the conclusion is presented
in Section 5.

2. Characteristics of Urdu Script

Urdu is written in Arabic script from right to
left while numbers in Urdu are written from left to
right [16]. Urdu character set is a super set of Ara-
bic and Persian character set, with some additional
characters to express Hindi phonemes [13]. Arabic
script contains 28 characters while Persian contains
32 characters. Urdu has 38 characters with a few
extensions to basic characters which makes total of
41 characters when written in isolated form. The
extensions include alif-madaa (آ) to alif ,(ا) Nun-
gunna (ں) to nun (ن) and choti-hey (ۃ) to hey .(ہ)
This is only the case for the isolated characters how-
ever Urdu inherits the property of cursiveness from
Arabic script. Cursiveness means that characters
are joined with each other while written and take a
new shape. This characteristic of Arabic language
makes it very difficult for the machine to segment
each character separately and recognize it. Not ev-
ery character in Urdu and Arabic connects with the
other characters and some connect only from one
side. Some of the characters in the character set
are also used as a diacritic marks. These include
Toy (ط) and Hamza .(ء�) Separate diacritics are also
used in Urdu like Arabic such as zer (– ِ–), zaber (– َ–),
pesh (–ُ–), shadd (– ّ–) etc but are much less common
than in Arabic text. Dots are also very common
and significant. In Urdu a character may contain
up-to three dots above, below or inside it. 17 out of
38 characters in Urdu have dots, 10 of which have 1
dot, 2 have 2 dots and 5 characters have 3 dots. In
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Urdu script height of characters vary a lot as com-
pared to Latin script. Characters in Urdu may also
overlap each other vertically.

Urdu is written in Nastaliq style unlike Ara-
bic/Persian which are written in Naskh style.
Nastaliq is a calligraphic version known for its aes-
thetic beauty which originated by combining two
styles, Naskh and Taliq [3]. A less elaborate version
of style is used for writing printed Urdu. The credit
of computerizing Nastaliq goes to Mirza Ahmed
Jameel who created 20,000 Nastaliq ligatures in
1980, ready to be used in computers for printing [8].
He called it Noori Nastaliq. Many people followed
and created their own Nastaliq style fonts among
which Jameel Noori Nastaliq, Alvi Nastaliq and Faiz
Lahori Nastaliq are popular. All the Nastaliq fonts
fulfill the basic characteristics of Nastaliq writing
style.

3. Previous Work

Unfortunately very less work has been per-
suaded in the field of Character Recognition of Urdu
text. One of the reason the amount of complex-
ity associated with Urdu script. These complexi-
ties will be discussed in detail in the next section.
Another reason could be lack of government and
private sector interest and funding. Current work
in the field of Urdu Optical Character Recognition
can be divided into two major sub-categories which
are i) Online and ii) Offline. Offline recognition
means attempting to recognize text which is already
present in the form of printed or handwritten mate-
rial. Thus offline recognition can be further divided
into two categories: i) Printed and ii) Handwrit-
ten. Online recognitions refers to real-time recog-
nition as user moves the pen two write something.
Thus online recognition only involves handwritten
text. Online recognition is considered less complex
as compared to offline recognition because in online
recognition temporal information of pen traces are
available, which is not the case in offline recognition.

Most of the people who worked in Urdu char-
acter recognition only attempted to recognize the
isolated characters. This is because the cursiveness
and some other properties of Nastaliq writing style
makes it very difficult to segment words into indi-
vidual characters. Two major approaches followed
for recognition of complete Urdu text found in the
literature are: i) Segmentation based and ii) Seg-
mentation free. Thus far no promising attempt have
been made for the segmentation of printed Nastaliq
text and segmentation based approaches have been

applied on the Naskh style only.

S. Malik and S.A. Khan [11] used “a rule based
slant analysis and conversion” for online Urdu hand-
writing recognition. Their system is able to recog-
nize isolated Urdu characters, numbers, and 200 two
character Urdu words with a recognition rate of 93%
for isolated characters and numbers and 78% for
two character words. S.A. Hussain et al. [5] used a
segmentation free approach with 20 different struc-
tural features for recognition of 850 single charac-
ter, 2 character and 3 characters ligatures enabling
recognition of 18000 common words of Urdu dictio-
nary. They used BPNN (back-Propagation Neural
Network) as a classifier with accuracy of 93% for
base ligatures and 98% for secondary ligatures. M.I.
Razzak and S.A. Hussain [13] presented a segmen-
tation free approach for recognition of online Urdu
text using a hybrid classifier of HMM and Fuzzy
Logic. Authors report a recognition rate of 87.6%
and 74.1% for Nastaliq and Naskh styles respec-
tively. K.U. Khan and I. Haider [9] applied various
classifier such as correlation based classifier, back
propagation neural network classifier and proba-
bilistic neural network based classifier on isolated
online handwritten Urdu characters and found that
probabilistic neural network based classifier works
best. A database of 110 instances of handwritten
Urdu characters from 40 individuals of different age
groups was used and recognition rate of 94% to 98%
was reported for 4 different groups of Urdu charac-
ters set classified on the bases of number of strokes.
M. I. Razzak et al. [14] applied combined online and
offline pre-processing techniques on Urdu text for
improving efficiency of the Urdu character recogni-
tion process. Z. Ahmed and J. K. Orakzai [1] used
feed forward neural network for recognition of of-
fline Urdu text. Size of the input text was kept
constant and text was assumed to be diacritic free.
They report a recognition rate of 93.4%. T. Nawaz
et al. [12] applied pattern matching technique on
the chain code for the recognition of isolated Urdu
characters in Naskh style. They report a recognition
rate of 89%. I. Shamsher et al. [17] also used feed
forward neural network for recognition of isolated
Urdu characters. They report accuracy of 98.3%. S.
A. Hussain et al. [6] used Kohonen Self-organizing
Map (K-SOM) for pre-segmented Urdu characters
in Naskh style. Their system can handle 104 seg-
mented character ligatures with 80% accuracy. S.
Sardar and A. Wahab [15] used K-Nearest Neigh-
bour (KNN) algorithm for isolated online and of-
fline Urdu characters using 5 features. They report
a recognition rate of 97.12%.
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4. Complexities in Urdu Script Recog-
nition

Urdu inherits all the complexities of Arabic
script as well as introduces new complexities based
upon its Nastaliq writing style. The calligraphic
nature of Nastaliq makes recognition of Urdu text
much more difficult as compared to Arabic/Persian
script which is written in Naskh. Further more lin-
guistic properties of Urdu such as more larger char-
acter set also increase the level of complexity. In
this section we will take a close look at differences
between Nastaliq and Naskh style and other com-
plexities involved in the recognition process. For
more details on process for recognition of Arabic
text please see [2] and [10].

4.1. Number of Character Shapes

In Arabic each letter can have up-to 4 differ-
ent shapes depending on its position i.e. initial,
middle, ending or isolated. Some letters join with
other letters from both sides, some join from only
one side and some do not join at all. Each con-
nected piece of characters is also known as ligature
or sub-word. Thus a word can consist of one or
more sub-words. In Urdu the shape of the char-
acter not only depend on its position but also on
the character to which it is being joined. The char-
acters change their glyph shape in accordance with
the neighboring characters. This feature of Nastaliq
is also known as context-sensitivity [3, 5, 16] . Thus
in Urdu the possible shapes of a single character are
not limited to 4 but it can have many more shapes
depending on the preceding and following charac-
ters.

We have identified 21 classes in Urdu based
upon the characters shape similarity. These classes
have unique property that all members of a class
when joined with some character in an other class
make the same primary shape. Primary shape
means that secondary elements such as dots and
other diacritics are not considered. Figure 1 shows
these classes as well as different glyphs of a char-
acter at different positions. Among these classes
character hamza (ء) do not join from any side and
make only one primary shape while all other charac-
ters connect form either right or both sides. So the
shape of a character will depend on 20 classes as well
as three positions which can make up-to 60 differ-
ent shapes for a single character. The character can
exist in isolated form as well, so the number can go
up-to 61. This is however upper bound and actual

number of shapes are much less because in many
cases characters share their glyphs at same positions
for different classes. Figure 2 shows different shapes
of charter bey (ب) when joined with characters from
different classes at different positions. From the fig-
ure we can count up-to 25 different shapes of bey
however the actual number may vary to some ex-
tend depending upon the actual font used. This
context-sensitive nature of Nastaliq is one of the
major property which distinguishes it from Naskh.

4.2. Slopping

The calligraphic nature of Nastaliq also intro-
duces slopping in the text. Slopping mean that as
the new letters are joined with previous letters, a
slope is introduced in the text because the letters
are written diagonally from top-right to bottom-left
[3]. This property of Nastaliq is also named as diag-
onality by some authors [7]. This means that ver-
tical starting and ending positions of a character in
Urdu script are less significant in determining the
character. So their vertical positions can not be the
determining factor for the characters. One of the
major advantages of slopping is that it conserves a
lot of writing space as compared to Naskh.

Slopping also means that characters no more
join with each other on the baseline which is an im-
portant property in Naskh. It is utilized in the char-
acter segmentation algorithms for Arabic/Persian
text. So the character segmentation algorithms de-
signed for Arabic/Persian text can not be applied
on the Urdu text. Number of character shapes
and slopping makes Nastaliq character segmenta-
tion most challenging task in the whole recognition
process and till now in our knowledge not a sin-
gle algorithm exists which promises decent results
in segmentation of sub-words into individual char-
acters. This is also one of the main hurdle which
keeps most of the researchers away from accepting
the challenge of Nastaliq character recognition. Fig-
ure 3 shows the slopping property of Nastaliq text.

4.3. Stretching

Another very important property of the
Nastaliq style is stretching. Stretching means that
letters are replaced with a longer versions instead
of their standard version [3]. Some characters even
change their default shape when stretched i.e. seen
(س) however some only change their width. The
purpose of stretching is not only to bring more
beauty into the glyph of the character but it also
serves as a tool for justification. Justification means
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Figure 1: Urdu character shape classes

that the text meets the boundaries of the bounded
area irrespective to the varying length of the sen-
tences. However it should be noted that not every
character in Urdu can be stretched. For example
alif ,(ا) ray ,(ر) daal (د) can not be stretched but
bey ,(ب) seen (س) and fay (ف) can be stretched. It
should also be noted that stretching works closely
with the context-sensitive property of Nastaliq and
certain class of characters can only be stretched
when joined with another character of a certain
class or written at a certain position (initial, me-
dial, end, isolated). All these attributes of stretch-
ing show that stretching is a complex procedure and
it also increases the complexity in machine recogni-
tion tremendously. Standard Nastaliq fonts used in
the prints normally do not support stretching. How-
ever it is commonly used in the titles of the books
and calligraphic art. So if we are dealing only with
machine printed Nastaliq text, we normally do not
need to worry about stretching, but if we are deal-
ing with calligraphic or handwritten Nastaliq doc-
ument, there is a huge possibility that we have to
deal with stretched version of characters. Figure 4
shows Urdu text in which stretched version of char-
acter jeem (ج) and qaaf (ق) are used.

4.4. Positioning and Spacing

Like stretching, positioning and spacing [5] are
an important tool for justification in Nastaliq and

are also used for the beautification of text. Position-
ing means the placement of ligatures and sub-words
in Nastaliq and spacing means the space between
two consecutive ligatures. In normal situations the
ligatures are written to right of previous ligature
with a small standard spacing. But positioning al-
lows the ligatures to be placed at different positions
such as new ligature is started somewhere from the
top of previous ligature or it can be placed right
above it even if it is a part of another word. Posit-
ing will not care even it had to overlap and connect
two ligatures if the need arises. Unlike stretching,
positioning is quite common and used extensively
in the news heading in the Urdu print media indus-
try because of its extreme power to accommodate
long and big headings in small spaces in the paper.
All these flexibilities and strengths of Nastaliq make
it real challenge for the machine recognition. On
one hand context-sensitivity and sloping makes the
character segmentation a very difficult task and on
the other hand positioning makes even the ligature
and sub-word segmentation equally more difficult.

4.5. Intra Ligature and Inter Ligature Over-
lapping

Another important characteristic of Nastaliq
script is intra ligature and inter ligature overlapping
[13]. Intra ligature overlapping means that different
characters within same ligature may vertically over-
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Figure 2: Different shapes of “bey” when joined with different character classes

Figure 3: Slopping

(a) Unstretched version

(b) Stretched version

Figure 4: Stretching

lap each other and inter ligature overlapping means
that individual characters from different sub-words
may also vertically overlap each other. It is dif-
ferent from positioning because positioning is used
only in extreme cases and it positions the whole lig-
ature at completely different position however intra
ligature and inter ligature are a part of standard
Nastaliq writing and they do not reposition the lig-
ature but only cause a part of the ligature(s) to
overlap. Another difference is that intra ligature
and inter ligature overlapping will not cause liga-
ture connectivity unlike positioning. These two fea-
tures are found every where in the Nastaliq text
irrespective to whether positioning is used or not.

Inter ligature overlapping makes ligature seg-
mentation more difficult, whereas intra ligature
overlapping introduces complexities in character
segmentation. Figure 6 shows overlapping example

Figure 5: Positioning and Spacing

in Nastaliq.

(a) Intra Ligature Overlapping

(b) Inter Ligature Overlapping

Figure 6: Overlapping

4.6. Filled Loop Characters

While above presented properties of Urdu script
makes it a nightmare for character segmentation
stage there is another property which makes recog-
nition and distinction of some characters from oth-
ers equally difficult. This property is called the
filled loop property which is also unique to Nastaliq.
Some characters in Urdu language have small loops
in them which when written in Nastaliq style are
filled from inside. This makes these character ex-
tremely identical to some other characters which
are very similar to them in shape but do not contain
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loops. This difference is easily visible for naked eye
but for machines it becomes very difficult to distin-
guish between two. These characters include wao
,(و) meem (م) and qaaf .(ق) For example wao (و)
when written in Nastaliq will be very difficult to
distinguish from daal ,(د) specially after performing
thinning, which can be a major step in recognition
process, these two characters will look exactly the
same and meem, qaaf, saad etc will loose their dis-
tinguishing feature and their rounded heads will be
reduced to lines.

4.7. False Loops

Starting point of some characters when writ-
ten in Nastaliq joins the base resulting a false loop
which is not part of the actual structure of the char-
acter. The characters from Shape Class 3 (Figure
1) inhabit the property of false loops and include
jeem ,(ج) chey ,(چ) hey (ح) and khey .(خ) There can
be two approaches to tackle this issue: 1) Identify-
ing the false loops and break them. 2) Recognize
them without breaking the loop. Both approaches
are challenging because for machines it is very dif-
ficult to recognize false loops or distinguish them
from characters with real loops. Not proper tack-
ling of false loops issue will increase the error rate
by misclassification of Shape Class 3 characters with
Shape Class 7 and 8 characters. Even dots can not
be final determining factor but can be helpful in re-
ducing the misclassification rate. Example of false
loop for character “khey” is shown in Figure 7.

Figure 7: False Loop

4.8. Varying Stroke Width

Nastaliq has varying stroke width. Same char-
acter has different stroke widths at different posi-
tions. Stroke width is an important feature which
can be utilized in different stages of recognition pro-
cess for example it plays an important role in de-
tection and removal of secondary components such
as dots and other diacritic marks from the primary
components. It is very useful that all the secondary
components are removed and handled separately
and then accommodated in the recognition stage
for the final recognition. This simplifies the pro-
cedure by reducing the classes and makes handling

of primary text components more easier. Dots can
easily be extracted from text if correct stroke width
is known because height and width of a single dot
is equal to the stroke width of the text. Similar
relationships between other components and stroke
width can also be found. In Nastaliq due to its vary-
ing stroke width property it is difficult to find the
exact stroke width. Nastaliq needs more intelligent
algorithm for stroke width extraction than used in
Latin and Arabic text.

4.9. Complex Dot Placement Rules

In Urdu a character can have up-to three dots
placed above, below or inside it. However slopping
and context sensitivity can alter the rules for the
standard positions of dots. In many situations due
to slopping and context-sensitivity, there won’t be
enough space for the dots to be placed at standard
position such as inside or right below the character.
In that case the dots will be moved from their stan-
dard position to some other position nearby. The
characters whose presence can influence standard
dot placement rules are beri-ye ,(ے) jeem ,(ج) chey
,(چ) hey ,(ح) khey ,(خ) fey ,(ف) qeaf ,(ق) ain (ع)
and qaaf (ك) [4]. Due to Inter Ligature and Intra
Ligature overlapping the dots might be positioned
where it is difficult to decide the actual component
to which they belong to. Simple nature of Naskh
do not face this issue and dots will always be found
at specific locations for the character. However, in
case of Nastaliq, situation becomes more complex
where it is more difficult to associate dots to the
correct primary component.

5. Conclusion

The standard style for writing Urdu, Nastaliq,
is inherently complex for machine recognition due
to its calligraphic nature. The Challenge of Urdu
Character Recognition is different from Arabic
Character Recognition because of these complexi-
ties. Various issues need to be resolved for Nastaliq
Character Recognition among which more impor-
tant are context-sensitivity, slopping, positioning,
overlapping, filled loops and false loops. All the is-
sues presented in this paper are yet to be resolved
thus require special attention. We believe that these
issues are complex and need to be considered indi-
vidually by the researchers. Once solved, it will lead
to a robust solution to Urdu Nastaliq OCR. So this
paper can be taken as a road map to the solution of
Urdu Nastaliq OCR problem.
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