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Abstract 

Automatic Speech Recognition has been suc-

cessfully developed for many Western lan-

guages including English. Continuous, speaker 

independent speech recognition however has 

still not achieved high levels of accuracy ow-

ing to the variations in pronunciation between 

members of even a single community. This 

paper describes an effort to implement a 

speaker dependent continuous speech recog-

nizer for a less resourced non-Latin language, 

namely, Sinhala. Using readily available open 

source tools, it shows that fairly accurate 

speaker dependent ASR systems for conti-

nuous speech can be built for newly digitized 

languages. The paper is expected to serve as a 

starting point for those interested in initiating 

projects in speech recognition for such ‘new’ 

languages from non-Latin linguistic traditions. 

 

1 Introduction 

Speech recognition has been a very active re-

search area over the past few decades. Today, 

research on Speech Recognition has matured to a 

level where Automatic Speech Recognition 

(ASR) can be successfully implemented for 

many languages. Speech recognition systems are 

increasingly becoming popular because these 

systems create a friendly environment to the 

computer user. Speech recognition systems are 

able to provide an alternate and natural input me-

thod for computer use, particularly for the visual-

ly impaired. It could also potentially help to in-

crease the overall productivity of general users 

by facilitating access programs and information 

more naturally and effectively.  

In simple terms, speech recognition is the 

process of converting spoken words to machine-

readable input. In more technical terms this can 

be stated as the process of converting an acoustic 

signal, captured by a microphone or a telephone, 

to a stream of words (Cole et al, 1996; Kemble, 

2001).  

Based on the two main types of human speech, 

speech recognition systems are generally classi-

fied into two types: discrete and continuous. In 

discrete speech, the spoken words are isolated. 

This means that in discrete speech, the speaker 

utters words in a way, which leaves a significant 

pause between words. Discrete speech recogni-

tion systems are created to recognize these iso-

lated words, combination of words, or phrases 

and are referred to as Isolated (word) Speech 

Recognition (ISR) systems.  

In continuous speech, the speaker pronounces 

words, phrases or sentences in a natural flow, so 

that successive words are dependent on each oth-

er as if they are linked together. There are no 

pauses or gaps between the spoken words in con-

tinuous speech. Continuous Speech Recognition 

(CSR) systems have developed to identify natu-

rally flowing speech. The operation of a CSR 

system is more complex than an ISR system be-

cause they have to model dependencies between 

words. 

Most of the speech recognition systems that 

have been developed so far are for English 

speech recognition. There is, however a lack of 

research in the field of recognizing non-Latin 

speech including many Indic languages and Sin-

hala. Sinhala is the mother tongue of majority of 

the Sri Lankans. It belongs to the Indo-Aryan 

branch of the Indo-European languages. Sinhala 

is also one of the official and national languages 

of Sri Lanka. Since there are many people in Sri 

Lanka who use Sinhala to communicate, there is 
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a need to pay attention to the research area of 

recognizing Sinhala speech. When considering 

the existing domain of Sinhala speech recogni-

tion, almost all the researches that have been 

done so far are on discrete speech recognition. 

This is due to the difficulties of separating words 

in continuous speech and collecting sufficient 

sample data.  

This paper presents the results of a research 

work carried out to recognize continuous Sinhala 

speech. The objective of this research was to ap-

ply existing continuous speech recognition me-

chanisms to develop a continuous Sinhala speech 

recognizer, which is not bound to any specific 

domain.  

The rest of the paper is organized as follows. 

Section 2 overviews the works related to the 

speech recognition domain. Section 3 gives the 

design of the ASR system. Section 4 relates the 

implementation of the ASR. Section 5 presents 

the evaluation of the recognizer using error rates 

and live inputs. Finally Section 6 draws overall 

conclusion and describes possible future work. 

2 Related Work  

Interest in ASR steadily progressed from 1930s 

when a system model for speech analysis and 

synthesis was proposed by Homer Dudley of 

Bell Laboratories (Dudley et al, 1939). This sys-

tem model was called the Vocoder. The intention 

of the originally developed Vocoder was to act as 

a speech coder for applications in the area of tel-

ecommunication, at that time. Vocoder was 

mainly involved in securing radio communica-

tion, where the voice has to be encrypted before 

transmission. As the time passed with the evolu-

tion of the technology, the Vocoder has also fur-

ther developed and modern Vocoders are used in 

developing many applications for areas like lin-

guistics, computational neuroscience, psycho-

physics and cochlear implant. 

After Homer Dudley’s Vocoder, several other 

efforts have been carried out in the area of de-

signing systems for ASR. The early attempts of 

such research were mainly conducted based on 

the theory of acoustic-phonetics (Juang and Ra-

binar, 2005). Most of the early speech recogni-

tion researches were conducted by concentrating 

on recognizing discrete speech. In 1952, three 

researches at Bell Laboratories, Davis, Biddulph 

and Balashek built a speaker dependent system 

to recognize digits which were uttered as isolated 

words (Davis et al, 1952). Another discreet 

speech recognizer was developed by Oslon and 

Belar of RCA Laboratories. This system was a 

speaker dependent system and was capable of 

recognizing 10 syllables (Olson and Belar, 

1956). In 1959 J.W. Forgie and C.D. Forgie at 

MIT Lincoln Lab built a speaker independent 

recognizer for recognize ten vowels (Forgie and 

Forgie, 1959). 

In 1960s some Japanese laboratories proposed 

designs to build special hardware for the task of 

speech recognition. Among these the phoneme 

recognizer built by Sakai and Doshita at Kyoto 

University was the first to employ the use of a 

speech segmenter. This includes segmenting the 

input speech wave into several portions and ana-

lyzing each portion separately (Sakai and Doshi-

ta, 1962).  

The idea of the Hidden Markov Model 

(HMM) first came out in late 1960s (Rabiner and 

Juang, 1986; Juang and Rabiner, 1991). An 

HMM was referred to as a probabilistic function 

set of a Markov chain. In 1980s at the Bell La-

boratories, the theory of HMM was used to im-

prove the recognition accuracy of recognizers 

which were used particularly for speaker inde-

pendent, large vocabulary speech recognition 

tasks.  

The concept of Artificial Neural Network 

(ANN) was reintroduced in late 1980s. A neural 

network is a software model which simulates the 

function of the human brain in pattern recogni-

tion. Early attempts of using ANNs for speech 

recognition were based on simple tasks such as 

recognizing a few words or phonemes. Although 

ANNs showed successful results with these sim-

ple tasks, in their original form they were found 

to be not suitable for handling complex speech 

recognition tasks.  

In most speech recognition research up to 

1980s, converting a speech waveform into sepa-

rate words, which is the first step of the process 

of recognizer understanding human speech, was 

considered as a major problem.  

As Juang and Rabinar (2005) shows, the re-

searchers learned two important facts when the 

speech recognition field evolved. The first fact is 

that although the speech recognizers were devel-

oped using grammatical constraints in a lan-

guage, the users mostly speak natural sentences 

which have no grammar and the inputs to these 

systems are often corrupted by various noise 

components. As response to this factor a key-

word spotting method was introduced.  

The second is that, as in human-to-human 

speech communications, speech applications of-

ten required a dialog between the user and the 
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machine to reach some desired state of under-

standing. Such a dialog often required such oper-

ations as query and confirmation, thus providing 

some allowance for speech recognition and un-

derstanding errors.  

In late 1990s, real speech enabled applications 

were finally developed. Microsoft Windows XP 

and Windows Vista developed speech recogni-

tion systems for personal computers used in daily 

life (Microsoft). Also these applications were 

available not only for English language but also 

for many other languages. Although these ASR 

systems do not perform perfectly, they are al-

ready delivering real value to some customers. 

3 Design of ASR 

Building of an ASR system mainly consists of 

designing two models, namely the Acoustic 

Model and the Language Model. The Acoustic 

model is responsible for detecting phonemes 

which was spoken and the Language Model is 

responsible for detecting connections between 

words in a sentence. The following sections give 

the design of these two models. 

3.1 Acoustic Model 

An acoustic model is created using audio record-

ings of speech and their text scripts and compil-

ing them into a statistical representation of 

sounds which make up words. This is done 

through modeling the HMMs. The process of 

acoustic modeling is shown in Figure 1. 

 

 

 

 
 

 

 

 

 

 

Figure 1. Block diagram of the acoustic model-

ing process. 

3.2 Language Model 

The way the words are connected to form sen-

tences is modeled by the language model with 

the use of a pronunciation dictionary. The Lan-

guage model of the proposed system is a statis-

tical based language model as described in Ro-

senfeld (2000). 

By assuming that the next word in the se-

quence will depend only upon one previous 

word, a bigram (2-gram) language model is 

created. Finally using this bigram language mod-

el a network which contains words in the training 

data is created. The process of language model-

ing is shown in Figure 2. 

 

 

  

 

 

 

 

Figure 2. Block Diagram of the Language Mod-

eling process. 

3.3 Training 

The basic procedure of building an ASR can be 

described as follows: the acoustic data of the 

training set goes through a feature extraction 

process and these features will be the input to the 

acoustic model training. The text transcription of 

the training data set is the input to build the lan-

guage model. Trained acoustic model along with 

the language model is said to be the trained ASR 

system. The process of training the ASR is de-

scribed in Figure 3. Next, the trained model goes 

through a testing process and the results obtained 

are used to adjust the trained model in order to 

get better and more accurate results. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Block diagram of the process of train-

ing the ASR. 

4 Implementation  

This section describes the implementation of the 

ASR using Hidden Markov Model Toolkit 

(HTK) which was developed by the Cambridge 

University, UK (Young et al, 2006). HTK is 

primarily designed for speech recognition using 

Hidden Markov Models (HMMs). The steps of 

constructing the ASR can be divided a follows: 
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4.1 Data Collection  

Unlike the English language, in Sinhala, written 

Sinhala and spoken Sinhala differ in some ways. 

While the grammar of written Sinhala depends 

on number, gender, person and tense, the gram-

mar of spoken Sinhala does not follow them. 

Spoken Sinhala may vary in different geographi-

cal areas. So if we get the whole area of Sinhala 

language including both spoken and written Sin-

hala, we have to cover a huge vocabulary which 

is a very difficult and time consuming task. 

Hence, instead of covering the entire Sinhala vo-

cabulary this research aims only the written Sin-

hala vocabulary, which can be used in automatic 

Sinhala dictation systems. 

Before developing the ASR system, a speech 

corpus should be created and it includes record-

ing continuous Sinhala speech samples. To build 

a better speech corpus the data should be record-

ed from various kinds of human voices. Age, 

gender, dialects and education should be the pa-

rameters which have to consider on collecting 

various voices. This requires a huge amount of 

effort and time. However this is the first attempt 

on building a continuous speech recognizer for 

Sinhala language and therefore as the initial step 

the data recording was done with a single female 

voice. 

The first step in data collecting process is to 

prepare the prompt sheets. A prompt sheet is a 

list of all the sentences which need to be record-

ed. This sheet should be phonetically rich and 

cover almost all the phonetic transitions as poss-

ible. The prompt sheet was created using news-

paper articles and the help of the UCSC 10M 

Sinhala Corpus. The prepared prompt sheet con-

tained 983 distinct continuous Sinhala sentences 

for training purpose and these sentences were 

based on the most frequent words in Sinhala. The 

size of the vocabulary of data is 4055 words. For 

testing and evaluation purpose another 106 sen-

tences were generated using the words contained 

in the previous set. 

The prepared set of sentences was recorded 

using the software called praat with the sample 

frequency of 16 kHz using a Mono channel. 

Each of the training utterances was recorded 

three times. The recorded files were saved in the 

*.wav format. The recording process was carried 

out in a quiet environment but they were not 

100% without surrounding noise. This problem 

can be treated as negligible since both training 

and testing data are recorded in the same envi-

ronment and therefore the noise will affect both 

data sets in an equal manner. 

4.2 Data Preparation  

The next step was to create the pronunciation 

dictionary. All the words used for the recordings 

are listed along with their phonetic representa-

tions in the pronunciation dictionary. Weera-

singhe et al (2005) describes the phonemic in-

ventory of the Sinhala language.  

To train a set of HMMs every file of training 

data should have an associated phone level tran-

scription. To make this task easier, it is better to 

create a word level transcription before creating 

the phone level transcription. The word level 

transcription was created by executing the Perl 

script prompts2mlf provided with the HTK tool-

kit using the previously prepared prompt sheet as 

input.  

Using the created word level MLF, phone lev-

el transcription was created using the HTK label 

editor, HLEd. HLEd works by reading in a list of 

editing commands from an edit script file and 

then makes an edited copy of one or more label 

files. A HLEd edit script was used to insert the 

silence model ‘sil’ at the beginning and the end 

of each utterance.  

Next, the features to be used in the recognition 

process should be extracted from the recorded 

speech signals. Feature extraction was performed 

using the HCopy tool. Here Mel Frequency Cep-

stral Coefficients (MFCC_D_A_E - 12 mel-

cepstral coefficients, 12 delta coefficients, 12 

acceleration coefficients, log energy, delta ener-

gy, and acceleration energy) was used to parame-

terize the speech signals into feature vectors with 

39 features.  

Building an ASR consists of creating two ma-

jor models, Language model and the Acoustic 

model. The way the words are connected to form 

sentences is modeled by the language model and 

the acoustic model builds and trains the HMMs. 

In this project it creates a bi-gram language mod-

el. This was built using the HTK language mod-

eling tools such as LNewmap, LGPrep, LGCopy 

and LBuilt. 

By using the resulted bi-gram model a word 

lattice is created using the HBuild tool. This tool 

is used to convert input files that represent lan-

guage models in a number of different formats 

and output a standard HTK lattice. The main 

purpose of HBuild is to allow the expansion of 

HTK multi-level lattices and the conversion of 

bigram language models into lattice format. 
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4.3 Training  

The major process of building the ASR is build-

ing and training the acoustic model. The first 

step of this process was to create a prototype 

HMM. This prototype defines the structure and 

the overall form of the set of HMMs. Here a 3-

state left-right topology was used to model the 

HMMs. The second step is to initialize the mo-

nophone HMMs. For this purpose HTK uses the 

HCompV tool. Inputs for this tool are the proto-

type HMM definition and the training data. 

HCompV reads the both inputs and outputs a 

new definition in which, every mean and cova-

riance is equal to the global speech mean and 

covariance. So, every state of a monophone 

HMM gets the same global mean and covariance.  

Next a Master Macro File (MMF) called 

hmmdefs containing a copy for each of the re-

quired monophone HMMs is constructed. The 

next step is to re-estimate the stored monophones 

using the embedded re-estimation tool HERest. 

This process estimates the parameters of mono-

phone HMMs from the training set that are in-

tend to model. This is the process of training 

HMMs. The re-estimation procedure is repeated 

three times for each of the HMM to train.  

After re-estimating the context independent 

monophone HMMs, we move onto context de-

pendent triphone HMMs. These triphones are 

made simply by cloning the monophones and 

then re-estimating using triphone transcriptions.  

The next step is to re-estimate the new triphone 

HMM set using the HERest tool. This is done in 

the same way as the monophone HMMs were 

estimated by replacing the monophone list and 

the monophone transcription with the corres-

ponding triphone list and the triphone transcrip-

tion. This process is also repeats three times.  

The last step in the model building process is to 

tie states within triphone sets in order to share 

data and thus be able to make robust parameter 

estimates. However, the choice of which states to 

tie requires a bit more subtlety since the perfor-

mance of the recognizer depends crucially on 

how accurate the state output distributions cap-

ture the statistics of the speech data. In this 

project it uses decision trees to tie the states 

within the triphone sets. 

The final step of the acoustic modeling is the 

re-estimation of created tied state triphones and 

this process is also same as the earlier use of 

HERest. This is also repeated for three times and 

the final output is the trained acoustic model. 

Previously created language model is used to 

evaluate the trained acoustic model and the eval-

uation process will be described in the next sec-

tion. 

5 Testing & Evaluation 

5.1 Performance Testing 

As mentioned in the previous chapter in the data 

collection process, 106 distinct Sinhala utter-

ances were recorded for the purpose of testing. 

Before starting the test, the acoustic data files 

and word level transcriptions were generated for 

the test speech set. Acoustic data files (files con-

taining extracted speech features from the test set) 

were generated by executing the HCopy tool.  

Next, the acoustic data of the test set was input 

to the built system and recognized using the Vi-

terbi decoding algorithm. In HTK this is done by 

executing the HVite tool. The inputs to the HVite 

tool are, the trained acoustic model, coded acous-

tic data of the test set, language model word lat-

tice and the pronunciation dictionary. 

After generating these files the performance 

can be measured by comparing the manually 

created transcription file (file which containing 

the transcriptions of the input utterances) and the 

HVite generated output transcription file (file 

containing transcriptions of the recognized utter-

ances). The computation of accuracy rate is done 

by executing the HResults tool. The above com-

putation gives following results: 

The percentage of 100% correctly identified 

sentences was 75.74% (i.e. 80 sentences out of 

106 were perfectly correctly recognized). The 

percentage of correctly identified words in the 

whole set of test sentences was 96.14%. That is 

797 words out of 829 words contained in the 106 

sentences were correctly recognized.  

5.2 Error Analysis 

According to the above results an error analysis 

was done to identify the causes for the incorrect 

recognitions. When the incorrectly identified ut-

terances were manually compared with the cor-

rect utterances, on most of the utterances only 

one or two syllables happened to be incorrectly 

identified. Very few utterances were incorrectly 

recognized due to incorrect word boundary de-

tections. Only very few utterances were com-

pletely incorrectly recognized (as different 

words). 

 Number of incorrectly identified utterances 

with one syllable changes = 17 
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 Number of incorrectly identified utterances 

due to incorrect word boundaries = 7 

 Number of incorrectly identified utterances 

due to completely different words = 4 

6 Conclusion  

This paper describes an attempt to build an ASR 

system for continuous Sinhala speech. This sec-

tion discusses the successfulness of the research, 

drawbacks and possible future works to improve 

the work carried out by this research. 

6.1 Success & Drawbacks 

The primary objective of this project was to build 

a prototype for a continuous Sinhala speech re-

cognizer. As we were in a very early stage of 

building ASR systems for continuous speech, it 

can be said that the primary goal of using open 

source tools for building a recognizer for Sinhala 

speech has been achieved to a considerable and 

sufficient extent. The test results show that the 

system achieves 75% sentence recognition accu-

racy and 96% word recognition accuracy (or a 

word-error rate of just 4%). According to the 

error analysis it shows that most of the incorrect-

ly identified utterances differed from the correct 

utterances only by one or two syllables. A better 

n-gram based language model could potentially 

help reduce such error further. 

The system was trained only from a single fe-

male voice. Hence the above results were accu-

rate only for the trained voice. The system gives 

a very low recognition rate for other human 

voices. This has to be solved by training the sys-

tem using a variety of human voices of both male 

and female. Such an exercise is currently under-

way at the Language Technology Research La-

boratory of the UCSC. 

Another goal of this project was to build the 

system for an unrestricted vocabulary. The Sin-

hala language has a very large vocabulary in 

terms of its morphological and phonological 

productivity. We tried to achieve this goal by 

building the system using a sample of written 

Sinhala vocabulary. This vocabulary needs to be 

extended by adding words to the pronunciation 

dictionary and adjusting the language model ac-

cording to it. 

6.2 Future Work 

The trained model can be improved to build a 

speaker independent speech recognition system 

by training the system using a large speech cor-

pus representing voices from various kinds of 

human voices. To gain this target the speech cor-

pus should consist of not only male and female 

human voices, but also should be representative 

in respect age group, education levels and re-

gions.  

Although speech recognition systems built for 

one language thus far cannot be used to recog-

nize other languages, this research found that 

there is a large overlap between diverse languag-

es at the phoneme level. Only a few phonemes of 

Sinhala differed from those of English. However, 

at the tri-phone level, the inter-dependence of 

phones with each other can be quite diverse be-

tween languages as well as different speakers of 

the same language. These features are being ex-

ploited by newer initiatives that have attempted 

to build ‘universal’ speech recognition systems. 
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