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Abstract 

Urdu language is written in Arabic script.  In this 

script, the consonantal context is clearly represented, 

but the vocalic sounds are represented (mostly) by 

marks or diacritics, which are optional and normally 

not written.  Readers can guess the diacritics and 

thus can pronounce words correctly, based on their 

knowledge of the language.  But un-diacritized Urdu 

text creates ambiguity for novice learners and 

computational systems that require pronunciation. In 

this paper, a statistical approach is used to mark 

diacritics for Urdu automatically. Use of multiple 

knowledge sources is also integrated with the 

statistical techniques to investigate their effects to the 

process.  These knowledge sources include stemming, 

part-of-speech tagging, pronunciation lexicons, and 

word bigrams. The experimental results show that 

letter-level trigram model performs best and achieves 

95.37% overall accuracy by applying all knowledge 

sources. 

1. Introduction 

Urdu is spoken by more than 100 million people in 
South Asia and the Middle East [1].  It is the national 
language of Pakistan and one of the scheduled 
languages of India.  Urdu is Indo-Aryan language 
written with Arabic script in Nastalique writing style 

[2].  Arabic writing system is a consonantal system 
(also called Abjad [3]), i.e. the consonants are written 
but the vowels are not always written explicitly, for 
example the word diacritization would be written as 
dcrtztn, and both ball (“twist”) and bill (“bill”) will 

be written as bl.  The vowels are realized through 
small marks above or below the preceding consonant 
but are optional and normally not written.  Native 
speakers can normally recreate these unwritten 
vowels through context (using their knowledge of 

Urdu vocabulary).   

Though native speakers may not need the explicit 
marking of vowel diacritical marks, these are 

essential for computational processing of Urdu.  For 
example, it would not be possible to create a text to 
speech system of Urdu using this under-specified 
input text.  In addition the ambiguity makes it hard 
for Machine Translation system, which needs the full 

specification to resolve ambiguity for proper 
translation.  Thus, it is essential to devise a method to 
automatically diacritize text with vowel marks to 
develop effective computational techniques for Urdu.   

This paper presents details of Urdu writing system 
and details of a hybrid technique which uses 
knowledge sources coupled with a statistical method 
to automatically predict the diacritics.  Section 2 

presents the Urdu writing system in detail, 
highlighting the scope of the problem.  Though there 
is little work on Urdu, Section 3 discusses some 
similar work on Arabic and other languages.  Section 
4 gives details of the methodology of the work 

undertaken for Urdu, including the statistical model 
developed.  Section 5 covers the knowledge sources 
used in the work, and Section 6 presents the results 
achieved.  Section 7 discusses issues and future work 
to further improve the work.   

2. Urdu Writing System 

Urdu uses extended Arabic character set.  Figure 1 

below shows Urdu consonantal inventory [4] of the 
language.   
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Figure 1: Urdu Consonants 

In addition, there are seventeen vowels in Urdu, 
including seven long oral vowels, seven long nasal 
vowels and three short vowels.  As the number of 

vowels in Urdu is considerably greater, the three 
marks Fatha, Kasra and Damma (in Urdu referred to 
as Zabar, Zer and Pesh respectively) are insufficient.  
Urdu uses these marks to represent the three short 
vowels and a combination of these marks with base 

characters ا، و، ی، ے to indicate the long vowels2 [5].  
In addition, the nasalization characters ں، ن are used 
to indicate the nasalized vowels.  Thus, short vowels 
are represented by a mark on the preceding base 
consonant, long vowels are represented by a 

combination of the mark on the preceding base 
consonant plus an additional vowel base character ( ،ا
 and long nasal vowels are additionally ,(و، ی، ے
represented by following nasalization character.    
This is summarized in Table 1 below, adapted from 

[5]. 

Table 1: Urdu Vowel System and its Writing 

System [5] 

Bay + Zabar  
4

� ə 

Bay + Zer  5� ɪ 
Bay + Pesh  

6
� ʊ 

Bay + NULL + Alef 7� ɑ 
Bay + NULL + Alef + Noon 
Ghunna 

.7� ɑ̃ 
Bay + NULL + Vao 8� o 
Bay + NULL + Vao + Noon 
Ghunna 

.8� õ 

Bay + Zabar + Vao 8
4
� ɔ 

Bay + Zabar + Vao + Noon 
Ghunna 

.8
4
� ɔ̃ 

Bay + Pesh + Vao 8
6
� u 

Bay + Pesh + Vao + Noon 
Ghunna 

.8
6
� ũ 

                                                           
1
  Different dictionaries may vary in the character 

set.   
2
  .also act as consonantal characters و،ی 

Bay + NULL + Yay 9� e 
Bay + NULL + Yay + Noon 
Ghunna 

:;� ẽ 

Bay + Zabar + Yay 9
4
� æ 

Bay + Zabar + Yay + Noon 
Ghunna 

:;
4
� æ̃ 

Bay + (NULL | Zer)3 + Yay <� i 
Bay + (Null | Zer) + Yay + Noon 
Ghunna  
(see Footnote 2) 

:; 5� ĩ 

 

Thus, Urdu vowel marks are significantly 
conditioned by the consonantal context.  As is seen in 
Table 1, it is not possible to have Zabar before ی, Zer 

before ےا ، , or Pesh before ی، ے١ ،  etc. for long 
vowels.  Similarly, ں can only come after و، ی١ ، .  
See [5] for further details regarding how the writing 
system relates to the pronunciation system of Urdu.   

Urdu vowel marks always anchor on the 
preceding base consonant and cannot be written 
otherwise.  Urdu allows for syllables to start with 
vowels [6].  In such cases, there is no base (onset) 

consonant available for the marks to anchor.  In such 
cases, dummy base consonants are inserted, which 
are not pronounced.  Work initially, ا is inserted as a 
place-holder for the vowel mark, and word medially, 
 is inserted as a place-holder for the vowel mark for ء

syllables without onset consonants [5].  

Urdu follows its own set of rules for writing 
vowels Though models developed for Arabic 
language can be useful, they are not sufficient for 

Urdu.   

3. Literature Review  

This section discusses some statistical approaches 
that are used for automatic diacritization of different 
languages. 

Mihalcea and Nastase [7] performed 
experimentation on four different languages: Czech, 
Hungarian, Polish and Romanian. The data is 

                                                           
3
 NULL or Zer.  It is controversial whether Zer is 

present for the representation of vowel /i/.  One 

solution is to process both cases till the diction 

controversy is solved. 



collected over the internet, newspapers, and 
electronic literature. Corpus of 14,60,000 words for 
Czech, 17,20,000 words for Hungarian, 25,00,000 

words for Polish, and about 30,00,000 words for 
Romanian out of which 50,000 examples are used for 
testing and rest is used for training. Instance based 
learning technique is used at letter-level for diacritics 
restoration. The technique requires no additional 

tagging tools or resources other than raw text, which 
makes it language independent, particularly 
appealing for the languages for which there are few 
resources available. The maximum accuracy 
determined for all four languages is 98.17%.  

Vergyri and Kirchhoff [8] worked on Arabic and 
used two transcribed corpora: FBIS consisting of 
240,000 words and LDC  consisting of 160,000 

words for training, and 48,000 words for testing 
purpose. Three techniques for Arabic diacritization 
are used; first combines acoustic, morphological and 

contextual information to predict the correct form, 
the second ignores contextual information, and the 
third is fully acoustics based. The best accuracy of 
88.46% is recorded by combining acoustic, 
morphological and contextual information at 

character-level. 

Ananthakrishnan et al. [9] used generative 
techniques for recovering vowels and other diacritics 

that are contextually appropriate. The Arabic 
Treebank, consisting of 5,54,000 words, is used for 
training and testing purpose. The training set contains 
5,41,000 words and test set is about 13,300 words. 

 

Table 2: Sample Normal and Diacritized Text in Urdu and Ambiguities 

 

NORMAL TEXT 
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AMBIGUITIES IN THE TEXT 

WORD IPA POS WORD IPA POS 

ں
ُ

�� ��� �	 /‘ʤhe.l 

ũ/ 
VB ں�� ���ِ �	 /’ʤhi.lõ/ NN 
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6
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ُ
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Maximum likelihood and knowledge-base 
approaches are applied at word and character-level to 
solve automatic Arabic diacritization problem. Using 

trigram word-level model, tetra-gram character-level 
model, and part-of-speech knowledge 86.50% 
accuracy is recorded. 

Nelken and Shieber [10] solve the problem of 
Arabic diacritization by using probabilistic finite-
state transducers trained on the Arabic Treebank. The 
probabilistic technique is integrated with maximum 
likelihood based word and letter-level language 

models. LDC corpus for training and testing purpose 
with the ratio of 90% and 10% is used. Using trigram 
word-level, clitic concatenation and tetra-gram 
character-level model a maximum of 92.67% 
accuracy is achieved by the system. 

Elshafei, Muhtaseb, and Alghamdi [11] train the 
system based on domain knowledge e.g., sports, 
weather, local news, international news, business, 
economics, religion, etc. Fully diacritized transcript 

of The Holy Quran in Arabic consist of 78,679 words 
is used for testing purpose. Hidden Markov Model 
approach is used to solve the problem of automatic 
generation of diacritical marks of Arabic text. The 
baseline algorithm achieved 95.9% accuracy and 

improvements like preprocessing and trigram 
language models for selected number of words, 
achieved about 97.5% accuracy. 

Kirchhoff and Vergyri [12] used the same corpora 
and also split training and test data same as (Vergyri 
et. al., 2004). A standard trigram model is used but 
true morphological tag assignment was not known, 
only set of possible tags for each word were available 

during training, so that the probabilities and tag 
sequence models were updated iteratively. Overall 
accuracy achieved by applying the above mentioned 
techniques on Arabic text is 95%.  

Zitouni, Sorensen, and Sarikaya [13] used 
Maximum Entropy based approach for restoring 
diacritics in Arabic text. The language model 
integrated with a wide array of lexical, segment based 
and part-speech tag features. LDC, and An-Nahar 

corpus is used in their work for training and testing 
purpose with the ratio of 85% and 15%. By 
combining lexical, segment based and part-of-speech 
features a maximum of 94.9% accuracy is achieved. 

4. Methodology 

Based on the review of existing literature, it is 
clear that knowledge sources combined with 
statistical techniques provide the best solution.  
Therefore, a hybrid technique is developed for 
automatic diacritization of Urdu.   

The automatic diacritization is divided into three 
categories of problems.  In the first category, many 
words of Urdu can be diacritized by directly looking 
up the diacritics from lexical resources, e.g. کتاب 

(kitaab, “Book”) to کِتاب.   

Secondly, there are Urdu words in the lexicon 
which have same base form but can be assigned 

different sets of diacritics (e.g. see Table 2), for 
example بن is ambiguous between three possible 
actual words: ِبن (bin; harf4: “of” used with family 
name),  َبن  (ban; verb: “to be made”)  ُبن  (bun; verb: 
“knit”).  In this second category this ambiguity is 

partially5 solved using part-of-speech tagging of the 
words.   

Finally, lookup will not work for words which are 

not in the lexical data.  These words form the third 
category, and are also sub-divided into two parts.  
Some such words are morphological variations of 
lemmas in the lexicon.  Such words can be stemmed 
and their stems and affixes can be separately looked 

up in the lexicon and then combined for 
diacritization.  However, there are words which can 
neither themselves nor through stemming process be 
found in the lexicon.  For these unknown or out-of-
vocabulary words, the diacritics are guessed using a 

statistical method discussed later in this section.  The 
complete process is summarized in Figure 2 below.   

Details of the lexical and other linguistic 
resources used are given in the next section.  In 

addition, a statistical diacritic tagger is developed 
based on the following mathematical model.  
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 Harf is a POS category which includes most of the 

closed class words. 
5
 Complete disambiguation would require semantic 

level analysis. 



Figure 2: Process Flow Diagram for the Urdu 

Diacritization System  

Assuming a word W is a sequence of base 
characters ci, for i= 1 to n, where n is the number of 
characters in the word, it can be represented as in (1). 

� =  ��. ��  … �	    (1) 

Each character ci has an associated diacritic di.  Thus, 
each word W has a diacritic sequence DW associated 
with it, which can be written as follows. 


� =  ��. ��  … �	   (2) 

We are given the word W, and have to determine the 
corresponding diacritic sequence DW.  If we consider 

all possible diacritic sequences, the most likely 

sequence 
�  is the one with maximum probability 

for the word sequence W, as in (3).  


� = ��������
 � �
�|��  (3) 

Using Bayes rule, equation in (3) can be rewritten as 

(4): 


� = ��������
 
� ��|��������

����
   (4) 

As the probability of the word in the denominator is 
constant across all cases, the maximum value is 
dependent only on the numerator of equation in (4), 

as re-written in (5). 


� = ��������
 � ��|
����
�� (5) 

Equation in (5) can be expanded as in (6): 


� = ��������
 � ���. ��  … �	|��. ��  … �	� 

                                .  ����. ��  … �	�  (6) 

The first factor, using the chain rule of conditional 
probability, can be re-written as (7). 

����. ��  … �	|��. ��  … �	�

= ����|��. ��  … �	�. ����|��. ��  … �	, ��� … 

              . ���	|��. ��  … �	, ��. ��  … �	���   (7) 

If we assume that a character is independent of the 
characters before itself, (7) can be simplified to (8): 

����. ��  … �	|��. ��  … �	� 

 = ����|��. ��  … �	�. ����|��. ��  … �	� …   

  ���	|��. ��  … �	�       (8) 

Further, if we also assume that for any character, only 

the diacritic resting on it is relevant and others can be 
ignored, the equation in (8) simplifies to (9) below: 

����. ��  … �	|��. ��  … �	� 

= ����|���. ����| ��� … ���	|�	� 

 = ∏ ����|���	
���                   (9) 

Second factor of the equation in (6) can also be 
simplified if we make Markov assumption that the 

diacritic is only dependent on recent history.  If we 
make bigram assumption, i.e. the diacritic is only 
dependent on the previous one, we get the equation in 
(10). 

 

 



����. ��  … �	� =   �����. ����|���. ����|����� … 

���	|���� … �	��� 

=  ����. ����|���. ����|��� … ���	|�	��� 

         = ∏ ����|�����	
���     (10) 

In case trigram assumption is taken, the diacritic will 

depend on the context of previous two diacritics.  
Combining (9) and (10), we can write (3) as follows: 


� = ��������
 � �
�|�� ≅

��������
 � ��|
����
�� ≅

��������
∏ ����|�������|�����	

���  (11) 

Given a fully diacritized text corpus for Urdu, the 
first factor in (11) can be estimated as the ratio of the 
the number of times the character ci occurs with the 
diacritic di, and the number of times the diacritic di 
occurs: 

����|��� =  
!"#	$ �!%,&%�

!"#	$ �&%�
    (12) 

The second factor in (11) can be estimated as the 

ratio of the number of times the diacritic di-1 occurs 
with the diacritic di, and the number of times the 
diacritic di-1 occurs: 

����|����� =  
!"#	$ �&%'(,&%�

!"#	$ �&%'(�
   (13) 

These counts are obtained from the corpus.  Witten-
Bell smoothing technique is used for low frequency 

occurrences for these factors.  Hidden Markov Model 
is developed and a variation of Viterbi algorithm is 
modified to calculate the best sequence of diacritics 
for the unknown words given these counts.   

5.  Linguistic Resources 

For the lookup a comprehensive lexicon is 
needed.  Though there are a variety of lexical 

resources available, they have been developed for 
different tasks and thus do not conform to a single 
underlying structure.   

Three different lexical resources 6  are used to 
derive the lexicon for the current task.   The first 
lexicon has been developed for the text-to-speech 

system for Urdu 7 .  The lexicon contains 85,000 
words, and each lexical entry is annotated with 
diacritics, pronunciation and part-of-speech. The POS 
tagset is limited to noun, verb, adjective, adverb, 
pronoun, and harf.  In addition, 81,000 from online 

Urdu Dictionary8 are also incorporated.  These words 
are annotated with a lot of linguistic information. 
Information relevant to the current context includes 
pronunciation, root word, etymology, and part-of-
speech. The lexicon also has the same six parts-of-

speech marked.   Furthermore, the corpus based 
lexicon is of 50,000 common words and 53,000 
proper nouns is also used [15]. The words are 
annotated with pronunciation, part-of-speech, lemma, 
phonetic transcription and grammatical feature. It is 

using eleven part-of-speech tags including noun, 
Verb, adjective, adverb, pronoun, numerals, post-
position, conjunction, auxiliary, case markers, and 
harf.  

The final lexicon consists of orthography, 
pronunciation, part-of-speech tag and root language 
information of each word.  Using these sources a 
consolidated annotated lexicon of 165,000 unique 

words is derived. 

A subset of an existing Urdu corpus [15] 
consisting of 100,000 words, which has been tagged 
with POS [16], is manually annotated with diacritics.  

Five different diacritics are marked: Zer, Zabar, Pesh, 
Jazm and Null.  Though Null diacritic may be 
generally confused with Jazm (which marks absence 
of Zer, Zabar or Pesh on consonants), the two are 
quite distinct.  Null is used to indicated absence of a 

diacritic on a consonant before long vowels, thus on 
onset consonants in a syllable, whereas Jazm is used 
on consonants to indicate that they are coda position 
in a syllable (see [6] for discussion on Urdu syllable 
structure).  Space is also used before the initial and 

after the final character of the word to mark word 
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 All these lexica have been internally developed at 

Center for Research in Urdu Language Processing 

(www.crulp.org).   
7
 Developed through the Urdu Localization Project 

[14]. 
8
 www.crulp.org/oud.  



boundaries.  This space is also marked with a Null2 
diacritic, which is different from the Null diacritic 
discussed above.   

Different POS taggers for Urdu are available (e.g.  
[16, 17, 18]).  These taggers use an extended POS 
tagset (in some cases more than 40 tags).  Such fine 

distinction is not needed for the disambiguation task 
for the diacritics.  Therefore, it is collapsed to the six 
tags including noun, verb, adjective, adverb, pronoun, 
and harf.  This also reduces sparseness and improves 
accuracy of the tagging model.  A tagged corpus of 

250,000 words is developed and is used to train the 
POS tagger on this tagset.  

In addition to the POS tagger, an Urdu stemmer 
[19] is also used.  The stemmer takes in an Urdu 

word and returns its stem, prefixes and suffixes.  It 
processes a total of 174 prefixes and 712 suffixes.  
The stemmer gives an accuracy of 91.18%.  This 
stemmer is integrated into the process.  The list of 
prefixes and suffixes of Urdu are diacritized and also 

added to the lexicon for eventual lookup.   

6. Results 

A total of 10,143 diacritized and part-of-speech 
tagged words are held-out as testing data. The 
tagging accuracy of 95.6% is achieved using the 
smaller tagset.  Various experiments are performed to 

gauge the best combination of procedures.  Initially 
only the statistical method is employed without 
consulting any linguistic resources.  This baseline 
experiment gives an overall accuracy of 81.13% 
using bigrams and 84.07% using trigrams.  The 

accuracy is improved to 90.86% and 91.83% if POS 
based lexical lookup is also done before the statistical 
tagging, and to 89.06% and 90.75% respectively if 
the words are looked up in the diacritized corpus.  If 
the words are stemmed and then diacritized, the 

accuracy also goes up to 88.35% and 90.15% for 
bigram and trigram analyses respectively.  Other 
combination of techniques are also evaluated.  The 
results are given in Table 3 below.   

These results show that using all knowledge 
sources and then statistically tagging the remaining 
untagged words gives the best results.  Accuracies of 
95.20% and 95.37% are achieved using bigram vs. 
trigram statistical tagging. 

Table 3: Test Results for Diacritization using a 

Combination of Different Techniques 

 

7. Discussion 

The results show that using knowledge sources 
significantly improves the accuracy of statistical 
tagging.  This is because lexical lookup is much more 

reliable and POS helps resolve any look up 
ambiguities (except rarer ambiguities based on 
semantics, instead of word classes).  Simple word 
bigram look up from diacritized corpus also fairly 
accurate and thus increasing the size of this corpus in 

the future can increase the accuracy even further.  
Stemming is a relatively light process but contributes 
significantly to the accuracy.  This is because Urdu is 
morphologically rich and not all word forms can be 
found in the corpus or in the lexicon.  Separating root 

and affixes allows more words to be looked up from 

 

TECHNIQUE/SOURCE BIGRAM TRIGRAM 

Base line 81.13 % 84.07 % 

POS based lexical 

lookup 
90.86 % 91.83 % 

Bigram lookup from 

corpus 
89.06 % 90.75 % 

Stemming 88.35 % 90.15 % 

Bigram lookup from 

corpus + Stemming 
91.91 % 92.77 % 

POS based lexical 

lookup + Bigram 

lookup from corpus 

93.86 % 94.35 % 

POS based lexical 

lookup +  Stemming 
92.77 % 93.18 % 

POS based lexical 

lookup + Bigram 

lookup from corpus + 

Stemming 

95.20 % 95.37 % 

 



the lexicon, and affixes is a closed set which can be 
pre-stored in an affix lexicon to add to the accuracy.  
The results achieved are comparable to the best work 

on Arabic language, even with smaller corpus for 
statistical tagging and more diacritics.   
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