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Abstract 
 

 

Access to information is vital for development in today’s age. However there are 

several barriers to this for the average Pakistani citizen and also for the visually 

impaired community in Pakistan. However, literacy rate in Pakistan is very low.  

According to UNICEF, literacy rate in Pakistan was 60 percent [1]. This leaves about 

half the population unable to access information that is available in textual form. This 

problem can be solved by creating an interface between illiterate people and 

technology so that they can use these facilities.  An interface can be created by using 

automatic speech recognition (ASR).  To achieve this goal, speaker independent 

automatic, continuous and spontaneous speech recognition system and integration to 

new technologies is required. This approach will bypass the barriers e.g. literacy, 

language and connectivity that Pakistani citizens face to access the online content. 

Moreover screen readers are a form of technology useful to people who are blind, 

visually impaired or illiterate. This technology often works in combination with other 

technologies, such as speech recognition system, text-to-speech system. 

The current work has been done to investigate the issues in read and spontaneous 

speech recognition system developed in [3]. The word error rate of automatic speech 

recognition system that had been developed in [3] was 60%. The objective was to 

investigate the recognition issues. In this context, multiple experiments have been 

developed. Speech data has been cleaned by using error analysis techniques. 

Distribution of phonemes and their recognition results have been analyzed. Based on 

these results, possibility for developing minimally balanced corpus for speech 

recognition systems has been explored.
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Chapter 1- Background and Introduction 
 

The task of Automatic speech recognition (ASR) engine is to convert the speech signal into 

textual form [2]. This engine can be integrated with many modern technologies to play a 

vital role in creating a bridge between the Pakistani illiterate communities and online 

information. This system can evenly be helpful to our blind community and to those who 

are literate but don’t have technical skills to operate information and communication 

technologies (ICT’s). This can also be a challenging task to students to communicate with 

the robots with their speech rather electrical signals. It can be integrated e.g. 1) with 

computer commonly known as Human Computer interface 2) with mobile technology to 

access the information from online sources.  

Through spoken dialog systems, a user can access the online information verbally over 

mobile channel. The information will be translated from any other language to the native 

language of the user and then converted in the form of speech. This technology will 

overcome all three barriers such as literacy, language and connectivity. It will serve as a 

simple and efficient information access interface. It can be equally beneficial for the 

visually impaired community. 

Spoken dialog systems have been developed in a number of different languages for 

different domain e.g. weather, travel information, flight scheduling and customer support 

etc. No such system exists in Urdu language so the design of the dialog a system that has 

been developed in other languages can be used as guideline. 

For example, Jupiter has been developed to provide weather forecast system for 500 cities 

over telephone channel. A user can access the weather information online available of 

several days. It also provides humidity, sunrise, precipitation, wind speed etc. The user can 

access this system by calling a toll-free number. Auto receptionist welcomes the user and 

indicates the free channel by a high tone. After that user can make any weather related 

query.  When user stops making query, the will system play a low tone in order to indicate 

channel is busy. ‘*’ key can be pressed to interrupt the system. 
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One of key component in spoken dialog systems is speech recognition engine. Speech 

recognizer in such systems plays the same role that mind has in human to human 

communication. A source-channel model is usually used to develop speech recognition 

systems. The listener’s mind decodes the source word sequence W that is delivered by 

other person. It passes through a noisy communication channel that consists of the 

speaker’s and speech information, also known as audio waveform. Finally, the human 

mind aims to decode the acoustic signal X into a word sequence ˆ W, which is the original 

word sequence W [16]. 

The signal processing module has been used to process the speech signal that extracts 

features for the decoder. It is used to remove the redundant information from speech signal. 

The decoder uses acoustic and language models to generate the word sequence for the 

input feature vectors [16]. 

Acoustic models represent the knowledge about phonetics, acoustics, environment and 

microphone variability and gender differences among speakers, etc. Language models 

represent a system’s knowledge of original possible word. Many challenging tasks exist in 

speech recognition problem such as speaker characteristics, background noise interference, 

grammatical variation, nonnative accents. A good speech recognition system must contend 

with all of these problems. The acoustic uncertainties of the different accents and speaking 

styles of individual speakers are compounded by the lexical complexity and represented in 

the language model [16]. 
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Chapter 2-Introduction to Speech Recognition 
The ASR technology has been developed for many languages e.g. English, Japanese etc. It 

has also been developed for our local Urdu language but it’s recognition accuracy is not 

good as described in [3].  

There is some kind of variables involved in Automatic speech recognition system that 

affects the performance. These variables should be restricted at some level to improve the 

performance of ASR engine e.g. 1) accent of speakers 2) vocabulary size 3) gender and age 

4) background noise level 5) continuous versus isolated words [3]. One way is to limit the 

effect of these variables to make gender dependent recognition module. ASR engine can be 

categorized in small, medium and large vocabulary systems. Usually small vocabulary 

ASR system are known as digit recognition systems which based counting e.g. aik (one), 

do (two), teen (three) etc. having vocabulary size in range of tens where as medium and 

large vocabulary ASR engines consists of vocabulary size of connected words or complete 

sentences in range of above 20,000. These sentences again can be categorized in read and 

spontaneous speech. The recording environment is also a key factor that affects the 

performance. A good environment is an echoing chamber but system in such kind of 

environment will not work in noisy environment and cannot be used in daily life routine. 

One way is to record the real noise from working environment and superimpose on noise 

free recording as it is difficult to record the data from working environments. 

 

2.1 Speech Recognition Architecture 
 

Speech recognition problem can be defined as [2] 

“Given some acoustic observation ‘O’, what is the most likely sentence out of all the 

sentences in the language?” 

In mathematical form it can be written as [2], 

                                                               ܹ ′ = ௐ∈௅݃ݎܽ
௠௔௫ܲ(ܹ|ܱ)     ------------- (1.1) 

Where O set of individual observations and W is set of word: 
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O= ݋ଵ, ,ଶ݋ ,ଷ݋ … … ,  ௧݋

W= ݓଵ , ,ଶݓ ଷݓ , … … , ௧ݓ  

 

Applying Bayes’ rule on equation (1.1), we get a simpler version, 

                                              ܹ ′ = ௔௥௚ೈ∈ಽ
೘ೌೣ  ௉(ை|ௐ).௉(ௐ)

௉(ை)
     --------------------- (1.2) 

In equation (1.2) P(O|W) is the observation likelihood which comes from the acoustic 

model and P(W) is the prior probability which comes from the language model. In the 

denominator, P(O) is prior probability of observation, it is constant and not easy to 

calculate. We can ignore it, as a constant taken out from whole calculation and equation 

(1.2) will be modified as [2],  

                                                ܹ ′ = ௐ∈௅݃ݎܽ
௠௔௫ܲ(ܱ|ܹ).ܲ(ܹ)    --------------------- (1.3) 

 Now, we can compute the observation likelihood by simply multiplying the prior 

probability and observation likelihood. 

Speech Recognition task can be divided in two phases 1) Training 2) Decoding. In first 

phase we train the HMM’s by giving input 1) recorded speech file 2) original transcription 

of speech files 3) dictionary file. First phase provides us a model that contain pattern of 

basic sound units and noise, known as acoustic model. In second phase we decode the 

HMM’s by giving input  1) speech file 2) language model (probability of words) and it 

provides us with the transcription of the speech file. 
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Figure 1:  Block Diagram of speech recognition architecture [2] 

 

Traditional SR software falls into one of three categories [4]. These categories are:  

1- Template-based approaches 
2- Knowledge-based approaches 
3- Statistical-based approaches 

 

Template-based approaches compare speech against a set of pre-recorded words [5].  A 

large number of traces are stored and incoming signal is compared with sequence of stored 

traces [5]. Knowledge-based approaches involve the hard-coding of known variations of 

speech into a system.  Rules are defined from linguistic knowledge or from observation of 

speech spectrogram [4].  Both of these methods become impractical for a larger number of 

words.  In Statistical-based approaches, (e.g. using Hidden Markov Models) variations in 

speech are modeled statistically using automatic learning procedures.  This approach 

represents the current state of SR and is the most widely used technique today.  

Block diagram of speech recognition is shown in figure1 [6].  Some useful features of 

speech are extracted by using either MFCC or LPC from speech waveform [6].  These 

feature vectors are scored against acoustic model and phoneme sequence is obtained.  
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HMM are statistical models and can be trained automatically and are simple and 

computationally feasible to use.  In speech recognition, each basic unit (phoneme) is 

represented by a unique HMM.  Each phoneme HMM can be represented by three state i.e. 

begin, middle and end state.   HMM inputs a sequence of n-dimensional real-valued 

vectors and these vectors consist of cepstral thirty nine coefficients.  A HMM for a 

sequence of words or phonemes is made by concatenating the individual trained HMMs for 

the separate words and phonemes.  The Hidden Markov Model Toolkit (HTK) [7] is a 

portable toolkit for building and modeling of HMMs  and used for speech recognition. It 

consists of a set of library tools like HMM training, testing and result analysis. 

Implementation of Speech recognition system includes speech corpora development, 

training and tweaking of system for target language.  Phonetic cover [6] and phonetic 

balance are two important terms in speech corpus development.  In phonetic cover corpus 

contains all phones present in specific language and in phonetic balance these phones occur 

in same manner as in specific language [8], [9].  Phone based or context based are two 

types of phonetic cover [10].  Context based can either be diphone or triphone [11], [12].  

Speech corpora can be developed for isolated words [13], continuous speech [[11], [12], 

[14]] and spontaneous speech [15]. 

 

2.2 Data Processing 
In training phase, we are provided with the acoustic model which contains the basic pattern 

of sound units [2]. This process utilizes the transcription file and dictionary file to do the 

mapping of occurrences in speech files on the phones [16]. Dictionary file contains the 

mapping of words to phonemes that appear in transcription file. Original speech file has 

been segmented in the duration of 10ms using window function. This can be done by using 

following two functions [2]: 

w[n] = {଴,      ா௟௦௘௪௛௘௥௘
ଵ,     ଴ழ௅ழேିଵ   --------------------- (1.4) 

 

w[n] = {଴,                                           ா௟௦௘௪௛௘௥௘
଴.ହସି଴.ସ଺ ୡ୭ୱቀమഏ೙ಽ ቁ,     ଴ழ௅ழேିଵ

 --------------------- (1.5) 
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Equation (1.4) is the rectangular function which can be used for segmenting the speech 

files. The drawback of using this function is that it generates noise which disturbs the each 

component equally (white noise) due to sharp discontinuity in time domain. Equation (1.5) 

shows the hamming function which overcomes the above problem and does the 

segmentation more efficiently. The segmented sound files contain both the speech 

information and as well speaker information. We are interested in speech information. 

Human ear is sensitive in the range of 20 to 1000 Hz and decrease after this range. Mel 

scale is used to intimate this effect. The mapping is done by using the following formula 

[2],   

                                 Mel(f) = 1127 * ln (1+f/700)  --------------------- (1.6) 

The speech information lies in high frequency region, to separate this information cepstrum 

analysis has been performed. We are provided with 39-dimensioanl Mel Frequency 

Cepstral Coefficients (MFCC) [2]. These consist of 13 parameters to represent the phone 

value, 13 to capture the rate of change of these values (velocity) and 13 to capture the rate 

of rate of change of values (acceleration). In each these three sets of 13 MFCC’s 

coefficients, one is energy coefficient and the rest of 12 are parameters representing phone, 

rate of change (delta) and rate of rate of change (delta-delta) of values respectively. 

2.3 Training Phase 
Hidden Markov Model (HMM) has been used to implement the acoustic model. HMM has 

been used with five states model. Start and end states are known as non-emitting while the 

middle ones are known as emitting states. The three emitting states contain the properties 

of phone. The first and last emitting states also depict the transition of current phone with 

the previous and next one respectively. To define a HMM, we need 1) set of states 2) 

transition probability matrix 3) set of observation 4) emission probabilities. MFCC’s, 

calculated above, are used to model the emission probabilities and 39 dimensional 

multivariate Gaussian probabilities density functions as described in equation (1.7). Baum 

Welch algorithm is used to train these probabilities [2]. 

௝ܾ(݋௧) = ∏ 1/ට2ߪߨ௝ௗଶ஽
ௗୀଵ exp (− ଵ

ଶ
[(௢೟೏ି௨ೕ೏

ఙೕ೏
)^2])      -------------- (1.7) 

Baum Welch algorithm consists of four major steps as described below [17], 

1- Initialize the parameter ߮ (phi) 
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2- Determination of auxiliary function Q(߮, ߮′) based on ߮. 
3- Maximization of Q(߮, ߮′) function by re-estimation of ߮. 
4- Multiple iteration of step-2 by re-initializing ߮ =  ߮′ until it converges. 

 
This process provides us the acoustic model i.e. P (O|W). From equation (1.3), P (W) still 

needs to be computed. This probability has been computed from Language Model. The 

Language Model can be based on unigram, bigram for small systems and trigram or 4-

gram for large systems. Language Model can be constructed by using following equation 

(ଵ௡ݓ)ܲ = ∏ ௞ݓ)ܲ
௡
ଵ  ଵ௞ିଵ)                  -------------- (1.8)ݓ|

 

2.4 Decoding Phase 
In decoding phase, we take the input of test observation sequence and find the best state 

sequence by using Viterbi Dynamic programming algorithm [2]. It takes observation 

sequence o[t], transition matrix ܽ௜௝ and observation likelihood ௜ܾ(݋௧) as input and output 

path probability matrix ௜ܸ(ݐ). Being in one state at time t-1, it determines the probability of 

next state to reach at time t. It has following steps: 

1- Initialize path probability matrix ௜ܸ(ݐ). 
2- Calculate new maximum score by multiplyingܽ௜௝, ܾ௜(݋௧) and ௜ܸିଵ(ݐ). 
3- Find the best path probability matrix ௜ܸ(ݐ)ଵழ௜ழே

ெ௔௫ . 
4- Now back trace through the maximum probability state. 

 

Low priority paths have been pruned; this is done by using a threshold known as beam 

width. To evaluate the performance of decoding phase, Word error rate (WER) has been 

defined and calculated by using decoded string and the original one. 

2.5 Overview of Toolkits 
This section will look at some of the open source solutions available for speech recognition 

problems. The CMU Sphinx open source speech recognition toolkit 

(http://cmusphinx.sourceforge.net/) has been used in implementing the system [17]. 

Acoustic models built using SphinxTrain can be used by any of the decoders. Several 

tutorials are available, including tutorial projects, and training data is also available for 

English speech recognizers for use with Sphinx. 
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The Hidden Markov Model Toolkit (HTK) is a portable toolkit for building and 

manipulating HMMs used primarily for speech recognition [7]. It consists of a set of 

library modules and tools for speech analysis, HMM training, testing and result analysis. 

Extensive documentation is available, including tutorials and training data for English. The 

toolkit is available in source form but there are some licensing restrictions. 

Julius (http://julius.sourceforge.jp/en_index) is a high performance large vocabulary 

continuous speech recognition decoder using n-grams and context dependent HMMs, 

developed for Japanese speech recognition [18]. It uses standard formats for compatibility 

with other open source speech recognition toolkits such as those described in this section. 

Speech recognition resources are also available through the Institute for Signal and 

Information Processing (ISIP) Internet Accessible Speech Recognition Technology Project 

(www.isip.piconepress.com/projects/speech). 

CMU Sphinx open source toolkit has been used to implement the ASR system. It has been 

widely used previously in automatic learning and modeling HMM [17].  The following 

components are available in the toolkit. 

1- PocketSphinx: lightweight recognizer library, focusing on speed and portability 
2- SphinxBase: support library 
3- Sphinx4: adjustable, modifiable recognizer 
4- CMUclmtk: language model tools 
5- SphinxTrain: acoustic model training tools 
6- Sphinx3: decoder for speech recognition Research 

 

Both toolkits are available but due to some licensing restrictions, CMU Sphinx open source 

speech recognition toolkit will be used. 

The speech corpus for the training and testing will be developed as described in [3].  

Speech data will be recorded in wav format at 16 kHz. Praat [19] will be used on the laptop 

to capture and manage the speech received over the microphone and will store in .wav 

format.  The segmented speech files will be transcribed orthographically in Urdu script 

manually by a team of linguists. Each speech segment file name therefore will have a 

corresponding transcription string. The orthographic transcription will be converted into 

phonemic transcription using a transcription lexicon for use by the CMU Sphinx speech 

recognition toolkit.  The general transcription rules have been based on [20].   In addition 
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to the orthographic transcription of speech in segments, the Silence, Vocalization and 

Breath tags will be defined to represent non-speech areas in the segments.  

This transcription files will then be converted to the format required by Sphinx using the 

Sphinx Files Compiler described in [21]. Following are some files required by SphinxTrain 

as input to build the acoustic models,  A set of transcribed speech files, A dictionary file, 

containing transcriptions for all the words in the vocabulary, A filler dictionary file, 

containing entries for all non-speech sounds, e.g., vocalic pauses, throat clearing etc., A 

phone file, including all the phones used in the transcriptions.  The transcription lexicon 

will be used with the Sphinx Files Compiler in order to generate phonemic transcriptions 

from Urdu orthography automatically. This transcription lexicon includes transcriptions of 

a base set of words.  The speech transcriptions are also used for language model building 

using the SLM toolkit [22]. 

The Sphinxtrain will be used to integrate all created files and to train Speech recognition 

system.  The Sphinx3 decoder will be used for testing and decoding the models 
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Chapter 3- Literature Review 

3.1 Corpus development 
There has been a lot of work done on development of speech corpora in different 

languages. These corpora have been used in many user applications such as ASR system 

development [23]. These corpora have been recorded from multiple speakers in different 

environments [24] and using different communications channel [25]. Greek speech corpus 

has been collected for development of dictation system [23]. This corpus has been 

recorded from 55 male and 70 female speakers in different environments. The recording 

sessions have been divided in three different environments. There are 180, 150 and 150 

utterances in sound proof, quiet and office environment respectively. Transcription of this 

large corpus has been divided in two groups one for speech recognition group and second 

by linguists. Lowercase characters have been used to transcribe the corpus. Stress markers 

have been specified. External noise and articulation problem has also been marked with 

special characters. Speech recognition system has been trained on 46,020 utterances. The 

SRI’s Decipher toolkit has been used to develop ASR system. Word error rate of this 

system has been found to be 21.01%. After analyzing the results text processing rules 

have been defined for the newspaper data because it may contains grammatically 

incorrect sentences.  

 

Russian speech corpus, TeCoRus, has been collected over two telephony channel, 

narrowband and broadband [25]. One portion of this corpus consists of phonetically rich 

data to develop phone model and second portion consists of interview sessions and some 

spoken material. The speech data from first portion has been recorded from 6 speakers 

and consists of 3050 utterances. For second portion, 100 speakers have been selected to 

record the speech data. Chinese spontaneous speech corpus has been developed from 

university lectures and public meetings [26]. The speech data has been recorded in 

different noisy environments. The aim of this corpus selection was to capture phonetic 

variations and analyze the phoneme duration reduction, insertion and deletion. Six hours 

of speech data has been collected in noisy environment. Speech data has been transcribed 

at words, syllable and semi syllable level. 
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Initial contents of the corpora have been collected from many different resources such as 

books, internet, meetings etc to include all possible variation of phonemes [28] [29]. 

Many techniques have been used to collect corpora to have maximal phonetic coverage 

e.g. [27]. Speech corpus for Ethiopia language has been developed [27]. This corpus 

consists of read speech from newspaper and magazine articles. Phonetically rich 

sentences based on syllables have been integrated in the corpus. In first phase of 

computational method of phonetically rich large corpus consist of 100,000 sentences has 

been developed. In the second phase, sentences with highest phonetic score have been 

selected. In third phase, sentences with highest syllable balance score and having rare 

syllable has been selected. The performance of this corpus has been analyzed by 

developing an ASR system. This data has been divided in training and testing data. 20 

hours of data from 100 speakers has been collected to develop speech corpus. The speech 

corpus has been cleaned and transcribed semi-automatically. English speech corpus has 

been collected over the mobile channel for American English corpus SALA-II [29]. The 

some portion of corpus has been selected from the Harvard and Timit corpus to increase 

phonetic richness. 4412 phonetically rich sentences have been short listed from these 

corpuses. The aim of this corpus was to train and develop speech recognition systems 

over mobile channel. 4000 speakers from different north, central and South American 

states have been selected to record this speech data in different environments. 

 

Phonetically rich corpora have been developed in many languages e.g [24] [28] [30] [48]. 

Minimal Phonetically rich corpus has been collected from 560 speakers to develop 

speaker independent continuous speech recognition system [24]. The corpus has been 

collected from newspaper and website sources. Phonetically rich corpus has been selected 

from the larger set by using optimal text selection greedy algorithm. The aim of this 

corpus was to collect all the phonetic variations that occur in Tamil, Marathi and Telugu 

languages. This corpus consists of 155541, 303537 and 444292 sentences of Marathi, 

Telugu and Tamil languages. The speech data has been recorded over landline and 

cellular phone channel. The automatic speech recognition system has been developed on 

two speech corpora for Taiwanese language [30]. One corpus has been selected based on 

biphone phonetically rich data, second corpus based on triphone phonetically rich data. 

Performance of these corpora has been evaluated based on recognition results. Speech 

data has been recorded by a single male speaker over microphone. From the above 
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experiments, it has been concluded that syllable recognition accuracy is better for biphone 

rich corpora. Hindi speech corpus has been collected from articles, magazines and online 

content available [28]. Phonetically rich sentences has been selected such that they are 

meaningful and do not contain any sensitive word. In first phase, 350,000 sentences have 

been selected. From the above corpus, 50,000 phonetically rich sentences have been short 

listed. This corpus has been used to develop ten speakers continuous speech recognition 

system. Urdu speech corpus has been developed on 82 speakers for speech recognition 

system. 45 hours of read and spontaneous speech data has been recorded from 40 female 

and 42 male. In this corpus, spontaneous speech data has been collected from designed 

questions set based on daily routines, hobbies, past experience and interests. For read 

speech data, 725 phonetically rich sentences and six paragraphs have been developed 

from 18 million Urdu words.  Urdu native speakers mostly from university area have been 

recruited for recording purpose. Recording has been done in office room and lab 

environment. Three hours of data has been collected from each volunteer. This large data 

has been segmented into smaller portion, not more than 10 seconds duration. The linguists 

have transcribed the corpus in Urdu script using the rules defined in [20]. Different 

silence markers have been defined to represent non speech area at different locations in 

speech files. 

 

Many greedy algorithms have been developed to collect corpora from different sources 

[31] [32] [49]. Greedy algorithms have been widely used to select corpora for speech 

synthesis purpose [32]. Turkish speech corpus has been developed using greedy algorithm 

on read speech data [31]. In first phase of greedy algorithm, all the sentences in the corpus 

has been assigned a cost based on occurrences of diphones. In second phase, sentences 

have been selected in multiple iterations based on maximum cost. Some special sentences, 

having unique diphones, have also been selected. Initially read data, from the internet, 

consisted of 11500 sentences has been selected. The greedy algorithm has been applied to 

this baseline corpus. Final corpus consists of 2500 sentences. Speech corpus for Irish 

language has been developed by using greedy algorithm [32]. This corpus has been used 

in development of text to speech system. In first phase, baseline source has been selected 

from source. In second phase, smaller corpus has been selected to have maximal unit 

coverage. In last phase, rare sentences have been selected. Phonetically balanced and 

distributed sentences have been selected by using defined iterative method for Thai 
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language [49]. These sentences have been selected from ORCHID standard corpus. The 

aim of developing this greedy algorithm is to collect the phonetically balanced corpus to 

train large vocabulary speech recognition system. In first phase, phonetically balanced 

sentences has been selected and assigned an initial number. In second phase, this 

phonetically balanced sentences serve as initial set and phonetically distributed sentences 

have been selected using the method defined in [49].  The final results have compared 

with Japanese ATR and English TIMIT phonetically balanced corpus. The analysis of 

corpus shows 398 phonetically balanced and 802 phonetically distributed sentences have 

been selected in final set out of 27,634 sentences. 

 

3.2 Speech Recognition Systems 
There are two categories of ASR systems based on vocabulary size of corpus, 

spontaneous and isolated words. Spontaneous ASR systems have been developed on 

different corpora e.g. on English language Malach [38], NIST [50]. German speech 

recognition system has been developed by Sloboda using Janus 2 toolkit [34]. To improve 

the naturalness, system has the ability to add new pronunciation of words in database 

based on utterance frequency. An algorithm has been proposed to capture the 

pronunciation variation. It is not feasible to update dictionary for each pronunciation. The 

purpose of this algorithm is to optimize the dictionary based on statistical relevance. 

Spontaneous speech recognition system has been developed to evaluate the performance. 

Training and test data consists of 281160 and 110 words respectively. Word accuracy has 

been found to be 68.4%. Performance of spontaneous and dictation speech recognition 

systems has been compared [35]. WER of dictation is less as compares to spontaneous 

system due to inefficient language models for spontaneous systems. WER has been found 

to be 5% and 15% for dictation and spontaneous systems on broadcast news respectively. 

The reason of low accuracy has been found to be non fluent speech in spontaneous 

systems i.e. sentence breaks, repetition and hesitation. An algorithm has been proposed to 

modify the language models to solve the above issues using context manipulation 

technique. ASR system has been developed to evaluate the above technique. Training and 

test data consists of 310 and 2 hours of data respectively. Language model consists of 3 

million words. WER has been reduced from 36.7% to 35.1%.  
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Repetition of words in spontaneous speech corpora is a common issue. An analysis has 

been performed on Fisher’s English speech corpus to find the single and multiple word 

repetition [33]. Spontaneous speech recognition system has been developed using Fisher’s 

corpus to address the disfluent repetition problem [33]. This problem has been addressed 

by defining repetition word error rate in spontaneous speech recognition system. This 

error rate has been determined by using different acoustic and language model. Acoustic 

prosodic classifier and multi word model techniques have been proposed to solve the 

above issue. Fisher corpus has been consisted of telephonic conversational data. It 

contains 17.8 million English words. Training and testing data consists of 220 and 2 hours 

of speech data from 20 speakers respectively. Absolute reduction of 2% has been 

achieved using above proposed solution. The analysis shows classifier approach is not 

very convincing. Using multi word approach 75.9% improvement has been achieved in 

repetition word error rate. Spontaneous English ASR system has been developed on NIST 

speech corpus using CMU sphinx3 toolkit [50]. Acoustic variation of phonemes has been 

modeled as different phone to capture acoustic variation in spontaneous speech. The 

training and test data consists of 2 and 0.5 hours of speech data. Gaussians, HMM 

likelihood and duration based phone splitting technique have been applied on AA and IY 

phonemes. WER has been reduced from 51.1% to 49.6% for AA and 49.3% for IY 

phoneme using Gaussians based splitting approach. While WER has been reduced to 

49.8% and 49.6% in duration based splitting approach where as no improvement in HMM 

likelihood based splitting approach. Distributed speech recognition system over 

telecommunication channel has been analyzed with specified range of signal to noise ratio 

using HTK toolkit [36]. A database has been developed to analyze the performance of 

speech recognition algorithms. It has been consisted of connected Tidigits and recorded 

by American English speaker. This data has been cleaned by using low pass filters. Eight 

different kinds of noises has been selected from real word.  These noises have been added 

superimposed on clean Tidigits with different signal to noise ratio. A number of 

experiment sets have been developed to compare performance of speech recognition 

system with clean and noisy training data. Vocabulary size consists of 8440 utterances 

from fifty two male and female speakers. The analysis shows performance of speech 

recognition system is worse which has noise from non stationary segments, The 

recognition results have been described with varied SNR [36]. 
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Performance of many ASR systems have been evaluated and improved by using different 

methods e.g. improving SNR [38], improvement in language model and acoustic model 

[40] [41] [42]. English ASR has been developed on subset of Malach corpus [38]. Word 

error analysis has been performed on the above system to improve ASR performance. By 

improving signal to noise ratio and syllable rate absolute improvement of 1.1% has been 

achieved [38]. The role of acoustic and language model in unlimited vocabulary finish 

speech recognition system has been analyzed to improve the ASR system. Three acoustic 

models have been prepared one by using Maximum likelihood (ML), second by ML and 

three iteration of speaker adaptive training (SAT) [39] and third by ML, SAT and four 

iteration of minimum phone frame error criteria [40]. Error analysis has been performed 

on continuous speech recognition system Easy talk [41][42]. Two set of rules have been 

developed to identify the error type. Two methods have been defined to address the 

acoustic and syllable splitting error. Third method improves the Viterbi algorithm to 

improve the search process. Two speakers, Isolated words (0-9) Hindi (Swaranjali) 

speech recognition system has been developed [43]. Acoustic model has been trained 

from twenty utterance of a word for each speaker. Word accuracy for two speakers comes 

to be 84.49% and 84.27%.  

There has been much work done in development of Hindi and Urdu ASR systems. 

Different methods, like HMM [3] [44], Artificial neural networks [45], Matlab [46], have 

been used to train and test the system. Speech recognition system on Hindi language has 

been developed in room environment for eight speakers on thirty isolated Hindi words. 

HTK toolkit has been used to train the acoustic word model. Overall word accuracy has 

been found to be 94.63% [44]. Urdu speech recognition system has been developed for 81 

speakers. Acoustic model has been prepared on incremental basis in three stages by 

addition of two speaker’s data. Three acoustic models have been tested on forty female, 

forty one male and eighty one combined speakers by using open source CMU sphinx 

toolkit. Word error rate has been found to be 60.2% [3]. Urdu Speech recognition system 

has been developed based on artificial neural network, pattern matching and acoustic 

modeling approaches [45]. Viterbi algorithm has been used for decoding the model. 

Single speaker isolated digit recognition system has been developed for Urdu language by 

using back propagated neural network approach using Matlab [46]. Multilayer neurons 

have been used in this architecture to train and recognize. Small vocabulary automatic 

speech recognition system has been developed for Urdu language by using sphinx4. 
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Acoustic model has been prepared from fifty two isolated spoken Urdu words and 5200 

utterances of speech data from ten speakers. The average word error rate comes to be 

5.33% [47]. Automatic speech recognition system has been developed for Urdu on single 

speaker medium vocabulary [3]. The acoustic model has been prepared form 800 

utterances of read and spontaneous speech corpus combined in various ratios. Sphinx3 

toolkit has been used to train and decode the model. 
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Chapter4- Methodology 
There has been a lot of work done in speech recognition for other languages as described in 

section-4. Recently 81 speaker’s large vocabulary continuous speech ASR system for Urdu 

[3] has been developed. Word error rate has been found to be 60.2% which seems to be 

very high for this system. The following experiments have been developed to analyze the 

recognition results and improve the accuracy. 

Main objectives of this work will be to investigate if error analysis of recognition results 

can be used to improve new integration of collection of speech data  

 

1- To develop an ASR system on single speaker large vocabulary continuous speech 
for Urdu (Experiment 1- Single speaker baseline ) 

2- To find the recognition Issues on above system (Experiment 2- Single speaker 
improved) 

3- To develop an ASR system on ten speaker’s large vocabulary continuous speech 
for Urdu (Experiment 3- Ten speaker baseline) 

4- To find the recognition Issues on above system (Experiment 4- Ten speaker 
improved) 

5- To replace one speaker of baseline Experiment-1 with revised Experiment-2  
(Experiment 5- Ten speaker with one speaker cleaned data) 

6- To find the criteria for minimal discriminative balanced corpus (Experiment 6-
Minimal balanced corpus) 

 

4.1 Experiment 1- Single speaker baseline 
Single speaker ASR system on large vocabulary continuous speech on Urdu has been 

developed using the corpus developed and rules defined in [3]. Phonetically rich corpus has 

been used in training of ASR system. It consists of read and spontaneous speech. The 

speech files have been transcribed manually. Silence markers have been identified 

manually. This experiment has been developed on small scale to analyze the recognition 

issues. To analyze the recognition results, phoneme frequency confusion between different 

phonemes has been determined in training and testing speech data. 
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4.2 Experiment 2- Single speaker improved 
Error analysis techniques have been performed on Experiment-1 to identify the recognition 

issues. Confusion matrix has been constructed to analyze the confusion between different 

phonemes. These issues have been addressed separately and modified the data set for ASR 

system.  

 

4.3 Experiment 3- Ten speaker baseline 
This experiment has been developed by increasing the number of speakers from one to ten. 

The acoustic model has been trained using same phonetically rich corpus recorded from ten 

speakers. The recognition issues have been analyzed on ten speaker’s data. 

4.4 Experiment 4- Ten speaker improved 
In this experiment, based on recognition issues training data has been modified. Acoustic 

model has been developed on modified speech data. Revised ASR has been developed on 

modified data set. 

4.5 Experiment 5- Ten speaker with one speaker cleaned data 
This experiment has been developed by replacing the one speaker data from Experiment-4 

with the revised data set of revised Experiment-2. The speaker’s data has been replaced 

such that vocabulary size remains the same.  

Training and test data has been described in the following table for each experiment. 

 

 

Table 1: Training and testing data 

Experiment Number of 

training 

utterances 

Number of test 

utterances 

Read speech 

utterances 

Spontaneous 

speech 

utterances 

Baseline 

Experiment-1 

620 45 351 269 
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Revised 

Experiment-1 

671 60 400 269 

Baseline 

Experiment-2 

1946 119 873 1073 

Revised 

Experiment-2 

1946 119 873 1073 

Experiment-3 1999 123 883 1116 

 

4.6 Experiment 6-Minimal balanced corpus 
In first phase of developing criteria for minimally balanced corpus, frequency and accuracy 

of each phoneme training data has been determined. In second phase, this training data has 

been divided in different ratio less than determined in phase-1 and phoneme accuracy has 

been analyzed. Phase-2 has been repeated by increasing amount of training data until 

saturation in phoneme accuracy achieved. In this way, training data for each phoneme has 

been determined. From the above results, phoneme training data has been analyzed to find 

the minimum amount of training data for phonemes to achieve maximum accuracy. Speech 

data has been updated using this minimal training data for phonemes and ASR system has 

been developed to compare the phoneme recognition accuracy. 

This involves the development of speech corpora and ASR system training for Urdu. The 

aim is to find the recognition issues by analyzing the recognition results. From the above 

experiments recognition results, it can be analyzed is it a good way to increase more 

speaker’s data in existing ASR system to make it speaker independent. From the above 

results, phoneme training data has been analyzed to find the minimum amount of training 

data for phonemes to achieve maximum accuracy. Speech data has been updated using this 

minimal training data for phonemes and ASR system has been developed to compare the 

phoneme recognition accuracy. It can be concluded from the above results weather it is a 

good way to develop minimal discriminative balanced corpus.  
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Chapter5- Experimental Results 
 

5.1 Experiment 1- Single speaker baseline 
In baseline Experiment-1, 56 minutes of data consisted of read and spontaneous speech has 

been used to develop this experiment as described in Table-1. Recognition results have 

been described in Table-2. 

 

Table 2: Baseline Experiment-1 Recognition Results 

No. of tied states 100 

Beam width 1e-120 

Language weight 23 

Word error rate 18% 

 

Error analysis technique has been developed to investigate the recognition issues. 

Confusion matrix has been created from the above results to find the phoneme accuracy 

and confusion with other phonemes. It has been summarized in the Table-3.  

 

Table 3: Phoneme Confusion Summary 

Phone Confusion Error 

Frequency 

Phone Confusion Error 

Frequency 

P Sil 10 Z R 1 

TT Sil 10 Z Sil 9 

T_D Sil 6 F Sil 2 

T_D D_D 5 SH K 1 

N Sil 3 SH H 3 

K Sil 2 S Sil 7 
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K P 5 H Sil 2 

K B 4 T_SH AA 8 

M Sil 1 D_ZZ Z 2 

V R 3 D_ZZ Sil 4 

Z D_D 2 R Sil 6 

J Sil 6 AE Sil 8 

O OON 2 U AA 3 

OO O 8 U Sil 4 

OO AE 1 I II 7 

AA OO 2 I Sil 5 

AA Sil 8 AA Sil 7 

 

Phoneme error rate has been calculated for each phoneme. Table-3 also shows the 

frequency of phoneme confusion with silence each other. Following graphs shows the 

phoneme error rate versus the amount of training data for each phoneme.  

 

Percentage error rate 

 

Amount of training data 

Figure 2: Graph for Stops 
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Percentage error rate 

 

Amount of training data 

Figure 3: Graph for Fricatives, Trills, Flap, Approximants 

Percentage error rate 

 

Amount of training data 

Figure 4: Graph for Vowels 
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5.1.1 Experiment 1- Discussion 

Word error rate has been described in Table-2. This error rate seems to be high on single 

speaker data. Decoded and original sentences have been compared. Phonemes that are 

mismatched with other ones are described in Table-3.  

All the phonemes have been divided in three sections based on opening of vocal tract. 

Stops have been listed in first, Vowels in second and fricatives, affricates, Trills, Flap and 

Approximants in third category of phonemes. Stops phonemes have high order of 

confusion with silence e.g. phoneme P, TT and T_D. Vowels have less confusion with 

silence as compared to stops. Some fricatives also have confused with silence. There are 

fewer phonemes in Table-3 that have been confused with other category of phonemes e.g. 

Phoneme V from fricatives has been confused with trill R.  

To analyze the distribution of phonemes in recorded speech data, training data of these 

phonemes have been plotted versus percentage error rate. Figure-2, 3, 4 shows this 

distribution. It can be seen from the graphs that phonemes that have the large y-axis and x-

axis, large y-axis and small x-axis values indicate the high error region. Phonemes that 

have the small y-axis and x-axis, small y-axis and large x-axis values indicate the low error 

region. Phoneme distribution is not balanced. These issues are very common in developing 

ASR systems. Noise plays a major role in degrading the performance of such systems. 

Moreover, to have sufficient phonemes distribution in training data is a challenging task. 

Many greedy algorithms have been developed to have phonetically balanced data in 

corpus. 

The following techniques have been proposed for the above problems. In high error region, 

for small x-axis values, one possibility is to increase the amount of training data. In high 

error region, for large x-axis values, one possibility is to carefully analyze the transcription 

of training and test data to remove the tagging error, if any. To increase the training data 

such that phoneme distribution will be balanced. Non-speech areas in speech files should 

be identified automatically. To add more data in language model using the perplexity rules. 

There might be the possibility for phonemes, whose training data and accuracy is low, to 

increase the data. If the training data for some phonemes is sufficient then there might be 

the possibility that training data is not correctly transcribed or tagged. From Table-3 there 

is a lot of confusion between phonemes and silence region in speech data. Silence markers 

may be identified in speech data automatically to avoid these confusions. 
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5.2 Experiment 2- Single speaker improved 
The above mentioned techniques have been applied to baseline Experiment-1. Followings 

recognition results have been obtained: 

Table 4: Revised Experiment-1 Recognition Result 

No. of tied 

states 

100 

Beam width 1e-120 

Language 

weight 

23 

Word error rate 3.9% 

              

Phoneme error rate has been calculated and plotted on above recognition results 

Percentage error rate 

 

                                                   Amount of training data 

Figure 5: Graph for Stops 
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Percentage error rate 

 

                                              Amount of training data 

Figure 6: Graph for Fricatives, Trills, Flap, Approximants 

Percentage error rate 

 

                                                   Amount of training data 

Figure 7: Graph for Vowels 
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Following table shows the effect of carefully analyzing the corpus and problem with the 

phonemes in the transcription.  

 

Table 5: Analysis of Transcription 

Phoneme Training 

Data 

Previous 

Error rate 

(%) 

Improve

d Error 

rate (%) 

Percentage 

Improvement 

(%) 

T_D 1127 13.04 6.52 50 

DD 1842 20.69 6.89 66.67 

AE 1804 11.11 6.67 39.69 

       

 

Following table shows the effect of increasing training data to balance the distribution of 

phonemes on phoneme accuracy. 

Table 6: Effect of increasing training data 

Phoneme Original 

training data 

Increased 

training data 

Improved accuracy 

from (%)-to(%) 

B_H 82 142 50-0 

P 540 608 27.3-3.7 

G 342 415 25-0 

SH 276 360 18.1-0 

T_SH 55 515 66.3-0 

D_ZZ 485 524 21.4-9.5 
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O 25 101 33.3-0 

OON 203 621 33.3-0 

AAN 285 585 16.6-0 

AY 572 675 5.3-0 

TT 290 974 20-20 

 

5.2.1 Experiment 2- Discussion 

Word error rate has been described in Table-4. The analysis techniques described in above 

section has been applied in this experiment. Training data has been analyzed based on 

confusions of phonemes as presented in Table-3. There has been a lot of confusion 

between different phonemes and silence. This problem has been mentioned in developing 

ASR systems for other languages by different authors. It has been usually improved by 

selecting non speech areas automatically. In this experiment, force alignment algorithm has 

been used to determine the silence region is speech files automatically. Moreover, 

phonemes transcription has also been analyzed for three selected phonemes whose error 

rate and training data is very high. Phonemes DD, AE and T_D have the tagging and 

pronunciation problem as described in Table-5. Table-5 shows the previous and improved 

error rate of these phonemes. Tagging error has been solved by updating the transcription 

files where as speech files have been updated for pronunciation error.  

Speech and transcription files have been analyzed for phonemes whose training data and 

error rate is high. Speech files have been cleaned. Training data of phonemes has been 

increased randomly of those phonemes have less training data. The effect on accuracy has 

been presented in Table-6. The aim of increasing training data is to check weather 

increasing the training data will increase or decrease the phoneme error rate. Acoustic 

model has been trained after increasing training data. Table-6 shows the improvement in 

phoneme error rate. There has been some exception with some phonemes such as TT. 

Training data of this phoneme has been increased from 290 to 974 but error rate remains 

the same. Error rate of some phonemes has been decreased to zero as training data reaches 

a sufficient value. Error rate of some phonemes has been saturated on a non-zero value. 

There is no improvement on further increasing the training data of these phonemes.  



Chapter5- Experimental Results  29 
 

 
 

 

The combined effect of all methods, that have been applied to improve accuracy, has been 

analyzed. Figure 5, 6 and 7 shows the improved graphs. 

5.3 Experiment 3- Ten speaker baseline 
The same concept of error analysis technique that has been applied on single speaker in 

baseline Experiment-1, extended to 10 speaker’s data. The following table and graphs 

shows the recognition results and phoneme error rate. 

 

Table 7: Baseline Experiment-2 Recognition Results 

No. of tied 

states 

500 

Beam width 1e-120 

Language 

weight 

20 

Word error rate 63.58% 
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Percentage error rate 

 

Amount of training data 

Figure 8: Graph for Stops 

Percentage error rate 

 

                                                 Amount of training data 

Figure 9: Graph for Fricatives, Trills, Flap, Approximants 
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Percentage error rate 

 

                                                   Amount of training data 

Figure 10: Graph for Vowels 

5.3.1 Experiment 3- Discussion 

Word error rate has been described in Table-7. Word error rate seems to be very high for 

ten speakers. Phonemes in the above graphs again can be divided in two alarming regions 

i.e. low training data, high error rate (first category) and large training data, high error rate 

(second category). Training data of phonemes that fall in first category may be increased to 

analyze the effect on accuracy. Speech data and transcription of phonemes that fall in 

second category may be analyzed to find the recognition issues.  

Analysis of the recognition results shows the same kind of problems that have been faced 

in Experiment-1. In Figure 8, as G_H phoneme has fewer amounts of training data so its 

error rate is nearly 50%. On the other hands, as M phoneme has sufficient amount of 

training data so its error rate is below 10%. Only two phonemes, L and T_SH, have below 

10% training data in Figure 9. From Figure 10, it seems acoustic model has been trained 

well on AA phoneme as it shows 0% error rate. 

A general trend has been observed from the above three figures that curves trend to be 

saturated with increase in training data. There are some outliers, e.g. N from stops and II 
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from vowels. Phonemes of fricatives, trills, flap and approximants seems to have less 

training data as compared to the other two categories. 

Same methodology has been used on ten speaker’s ASR system as described in 

Experiment-1. Only testing data of speakers have been cleaned.  

 

5.4 Experiment 4- Ten speaker improved 
The techniques that have been proposed to improve the recognition results, applied to 

baseline Experiment-1. Following table and graphs show the improved error rate and 

phoneme recognition results. 

 

Table 8: Revised Experiment-2 Recognition Results 

No. of tied 

states 

500 

Beam width 1e-120 

Language 

weight 

20 

Word error rate 25.88% 
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Percentage error rate 

 

Amount of training data 

Figure 11: Graph for Stops 

Percentage error rate 

 

                                                 Amount of training data 

Figure 12: Graph for Fricatives, Trills, Flap, Approximants 
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Percentage error rate 

 

                                                   Amount of training data 

Figure 13: Graph for Vowels 

 

5.4.1 Experiment 4- Discussion 

Word error rate has been described in Table-8. In this experiment, transcription of test 

speech data has been analyzed. Silence regions have been identified automatically by using 

force alignment algorithm. The above graphs show the improvement in phoneme error rate 

after applying the above techniques. 

Figures 11, 12 and 13 show the improvement in phoneme error rate. Phoneme training data 

remains the same but error rate decreases due to cleaning of testing data. The outlier 

phoneme N, from Figure 8, has very less effect on error rate as shown in Figure 11. On the 

other hands error rate of outlier phoneme II, from Figure 10, has been dropped to 0%. 

From Figure 12 and 13, error rate of many phonemes have been decreased to 0%, e.g.  F 

and ZZ in Figure 12, A and O in Figure 6. From Figure 4, error rate of phoneme G_H has 

been reduced to 0%. This phoneme has fewer amounts of training data and nearly 50% 

error rate in Figure 8. 
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During cleaning of test speech data, noise and pronunciation problems have been found. 

Pronunciation problems have been found largely in spontaneous speech data, e.g. “ ںیم ” (I) 

has been extended to longer duration of utterance and in transcription the extended period 

has been mapped to silence marker. Moreover, the phoneme error rate of ‘TT’ has been 

decreased from 18.75% to 0% while of ‘N’ from 17.82% to 12.7%. One reason found to be 

wrong pronunciation of phoneme ‘N’ e.g. the word ‘ بلینجیٹ ’. 

Such issues have been resolved. Moreover silence marker has been adjusted automatically 

using force alignment algorithm. Language model used for decoding has been prepared 

from 81 speaker corpus. From the Figures 11, 12 and 13, testing data equally critical to be 

cleaned as training data; otherwise the results achieved are not reflective of the system 

accuracy. 

 

5.5 Experiment 5- Ten speaker with one speaker cleaned data 
Single speaker data of revised Experiment-1 has been replaced with the equivalent amount 

of speaker’s data of revised Experiment-2. Error analysis technique has been applied to 

check the phoneme error rate. Following table and graphs show the recognition result and 

phoneme error rate.  

 

 

 

Table 9 : Experiment-3 Recognition Results 

No. of tied 

states 

500 

Beam width 1e-120 

Language 

weight 

20 

Word error rate 23.21% 
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Percentage error rate 

 

Amount of training data 

Figure 14: Graph for Stops 

Percentage error rate 

 

                                                 Amount of training data 

Figure 15: Graph for Fricatives, Trills, Flap, Approximants 
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Percentage error rate 

 

                                                  Amount of training data 

Figure 16: Graph for Vowels 

5.5.1 Experiment 5- Discussion 

Word error rate has been described in Table-9. The above figures show the phoneme 

recognition results after integrating one speaker’s data that has been collected using the 

error analysis technique developed in revised Experiment-1. The improvement in phoneme 

error rate, described in this experiment, is due to the cleaned data of one speaker that has 

been replaced from Experiment-2. It shows cleaned training data plays very important role 

in acoustic model preparation. By comparison of Experiment-3 and5, there is a significant 

difference in phoneme accuracy e.g. from Figure-8 TT phoneme has nearly 1200 training 

data and error rate is 38% where as from Figure-14 TT phoneme has slightly increased 

amount of training data but error rate has been reduced to 19.5%.  

Figures 14, 15 and 16 show the improvement in phoneme error rate. Effect of addition of 

balanced training data can be analyzed from above figures. In Figure 14, error rate of 

outlier phoneme N has been reduced by addition of balanced speaker data. Training data of 

different phonemes have been increased, e.g. in Figure 14 training data of phoneme S has 

been increased from 4000 to 5500 and error rate reduced to 0%. Error rate of all phonemes 
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in Figure 15 and 16 have been reduced to 0% except TT_H and DD respectively. Balanced 

training corpus seems to be critical for better performance of ASR system. 

The improvement ratio in accuracy is not same for all phonemes e.g. from figure 8 and 14, 

error rate for K has been decreased from 8% to 0% where as for TT from 38% to 19.5%. 

There may be multiple possibilities for this behavior of phonemes such as to train HMM on 

TT phoneme is difficult as compared to K, training data for TT phoneme is more complex, 

variation in pronunciation of same phoneme and noise. In next section, this variation has 

been discussed through experiment. 

Figure 14, 15 and 16 shows, the phonetically rich corpus has unequal amount of training 

data for different phonemes. It is unclear whether this amount of training data is optimal or 

not, as there is too much data for some phonemes and less data for other phonemes. E.g. 

AAN phoneme has 10600 where as D_ZZ has 935 amount of training data. Phoneme 

accuracy has been determined on different amount of training data and to reduce size of 

training corpus. 

 

5.6 Experiment 6-Minimal balanced corpus 
This experiment has been developed on speech data of Experiment-3. Following phonemes have 

been selected and their training data has been increased on incremental basis as shown in following 

Table-10. 

 

Table 10 : Phonemes with default training data 

Phoneme Original 

training data 

Accuracy 

(%) 

AAN 10600 100 

OON 3443 100 

D_ZZ 935 100 

T_SH 2364 100 
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M 5354 100 

B_H 7426 92.31 

 

 

 

 

 

 

 

 

Table 11 : Phoneme accuracy with increamental training data 

Phoneme Original training 

data 

Accuracy (%) 

AAN 1766 
3534 
5298 
7064 
8830 

10600 
 

60.3 
79.5 
97.8 
100 
100 
100 

 

OON 574 
1148 
1722 
2296 
2870 
3443 

 

48.9 
70.6 
84.1 
97.7 
100 
100 

 

D_ZZ 167 
289 
500 
640 
870 
935 

 

16.3 
56.4 
79.9 
96.8 
100 
100 

 

T_SH 1100 
1360 
1552 
1867 
2151 

61 
75 

90.2 
100 
100 
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2318 
 

100 
 

M 892 
1784 
2676 
3568 
4460 
5354 

 

52.1 
79.9 
95.8 
100 
100 
100 

 

B_H 1680 
2520 
3938 
4122 
6563 
7455 

 

48 
65 

92.31 
92.31 
92.31 
92.31 

 

 

  

 

Percentage accuracy 

 

                                                  Amount of training data 

Figure 17 : Phoneme accuracy and training data 
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5.6.1 Experiment 6- Discussion 

In Experiment-1, phonemes have been identified having low training data and high error 

rate. In Experiment-2, training data of these phonemes have been increased randomly and 

significant improvement in phoneme accuracy is achieved. This approach has been 

extended to ten speaker’s ASR system. In Experiment-2, phonemes training data has been 

increased randomly to analyze the effect on accuracy. The aim in this experiment is to find 

the approximate value of training data of phonemes at which accuracy saturates. Greedy 

algorithms are very efficient in collecting phonetically rich and balanced training data. In 

such algorithms, same criteria have been developed to collect training data for all 

phonemes. From above experimental results, more efficient, cost effective and minimally 

balanced training corpus can be collected. 

It can be seen from the Figures 14, 15 and 16 the amount of training data for each phoneme 

at which 100% accuracy can be achieved is different for each phoneme. E.g. from Figure 

14, the amount of training data for AAN is 10600 and for OON is 3700. There might be a 

possibility that amount of training data has been saturated before 3700 for OON phoneme. 

This possibility has been explored and Table 10 shows the results. 

In this experiment, training data has been increased incrementally to analyze the effect on 

phoneme accuracy. From Table-6, training data of phoneme AAN has been increased from 

285 to 585 and error rate has been decreased from 16.6% to 0%. There might be a 

possibility that training data of this phoneme saturates below 585 and we can have same 

accuracy with less training data. It will reduce the recording and tagging effort. From the 

Figure 14, it can be seen that accuracy of AAN, OON, D_ZZ, T_SH, M and B_H 

phonemes saturates at amount of training data 7000, 2880, 850, 1800, 3500 and 3900 

respectively. Table 10 and 11 shows the default and reduced amount of training data of 

these phonemes in phonetically rich corpus. Same accuracy for these phonemes has been 

achieved with minimal amount of training data.   

Table-10 shows the phonemes training data that has been used to develop acoustic model 

in Experiment-3. Now this data has been divided in different parts and ASR system has 

been trained and tested. Training data of different phonemes and their accuracy has been 

shown in Table-11. It has been shown in Figure-17 that amount of training data at which 

phoneme accuracy saturates is different for every phoneme. The relationship between 

training data and saturation limits of different phonemes has been presented in Figure-17. 
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Each curve describing this relationship has different slope. The affricate D_ZZ has the best 

slope where as vowel AAN shows the worst slope. It means 100% accuracy can be 

achieved on minimum amount of training data for D_ZZ phoneme where as large training 

is required for AAN phoneme. From Table-11, the accuracy of phoneme B_H saturates at 

92.31%. Further increase in training data of this phoneme has no effect on accuracy. There 

might be transcription or pronunciation error as same speech corpus has been used in 

Experiment-2 and 100% accuracy has been achieved for this phoneme. 

It can be seen that accuracy of phonemes depends largely on training of ASR system. The 

slopes of saturation curves of phonemes largely depend on the speech corpora and 

pronunciation of phonemes in sentences. The saturation value is different for all these 

phonemes. 
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Chapter 6- Conclusion and Future Direction 
The efficiency of spontaneous ASR system is not very convincing. Five set of experiments 

have been developed to analyze the performance of ASR systems. The aim is to find the 

recognition issues on small system and extend it to a larger one. In this regard, Experiment-

1 has been developed one speaker. Recognition issues have been discussed. Generally, 

these problems are same as addressed by other researchers in developing ASR systems in 

other languages. Different reasons of confusions between phonemes have been discussed 

by performing phoneme error analysis. In Experiment-2, different techniques have been 

applied to Experiment-1 and improvement in recognition has been discussed. Training data 

of some phonemes has been increased whose original training data was low. 

Experiment-3 has been developed by increasing number of speakers from one to ten. 

Phoneme analysis has been performed on this system. Same issues have been found as 

discussed in Experiment-1. Proposed techniques, for issues of Experiment-1, have been 

applied to Experiment-4. Performance of integration of one speaker data has been 

evaluated in Experiment-5. It also shows the performance of cleaned speaker data. In 

Experiment-6, criteria have been developed to collect minimally balanced corpus. 

It can be concluded that the training data will improve the acoustic model if we collect 

speech data by taking in consideration the issues enlighten by error analysis of above 

systems. Moreover, error analysis of recognition results can be used to improve new 

integration of collection of speech data. Number of speakers can be increased after 

checking the combined performance. In this way speaker independent system with low 

word error rate can be developed. Criteria for developing minimal balanced corpus have 

been discussed. If we collect corpus by using this technique, less training data of phonemes 

is required to achieve maximum accuracy. 

The aim of this thesis is to address and analyse the issues in developing large vocabulary 

speaker independent ASR system. The possibility of integrating new speaker’s data in 

existing ASR system has been explored. In future, this method can be used to integrate 

multiple speakers’ data in baseline ASR system. In second phase of this experiment, corpus 

development criteria have been discussed. Training data of five phonemes have been 

analysed. In future, this concept can be extended to all phonemes of Urdu. Phoneme 

analysis can be included in CMU sphinx toolkit to evaluate the performance. We have seen 
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from above experiments that different training data is required for all phonemes so greedy 

algorithms can be modified to develop minimally balanced corpus. This method can be 

automated to develop minimally balanced corpus for Urdu. 
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