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1 Introduction

Part of speech tagging system can be viewed as consisted of two main phases which
are tagset design and implementation of disambiguation technique. This report will
discuss each of these phases in detail. Section 2 will discuss the parts of speech
proposed by Urdu grammarians. Urdu shares its large vocabulary from Arabic and
Persian and shares its morphology and syntactic structure from Hindi. However, there
are standard tagging guidelines provided which aims at standardizing the tagsets of all
languages of the world. The tagset of English can also be used as guideline for tagset.
In section 3, tagset of related languages and earlier work on Urdu tagset will be
discussed.

Section 4 will discuss the previous work on major disambiguation technologies. It will
discuss the rule based, statistical and transformational based approaches for part of
speech disambiguation. Machine learning approach i.e. neural network, and hybrid
approaches for disambiguation will also be discussed. Redesigning of tagset on the
basis of literature review will be done in section 5. A discussion on ambiguous issues of
tagset is also discussed in section 5. Markov
Model for disambiguation is chosen in section 6.

Section 7 will discuss the methodology of part of speech tagging process. A manual
check was made on the corpus to separate the words by space. Corpus was prepared
by applying normalization, and by removing diacritics and non-Urdu words. The process
of manual tagging was done on 100,000 words. Various issues related to suffixation,
compounding, degree of adjective and adverb, etc. were observed. A statistical part of
speech tagger was implemented. It was decided that the tag of a word only depends on
its own tag and a tag depends only on its previous tag. Problem of unknown word was
solved by making it a candidate for a list of open class words. Disambiguation of tags
was left on the tagger. Add Lambda smoothing was applied to calculate the probability
of unknown word. Beam search was applied to reduce the search space.

The results of tagger are shown in section 8. Tagger showed an accuracy of 97.2%
while testing on the data of 10,000 words. Tagger finds problem in disambiguating
between the tags of noun and proper noun. Tagger was unable to detect the features of
language based on phrase analysis. Tagger shows low accuracy while disambiguating
between demonstratives and pronouns. In the end, it was concluded that the standard
disambiguation techniques can be used for Urdu language.



2 Part of Speech Analysis of Urdu

The preparation of tagset may require the computational analysis of parts of speech of
the language. Considering the work of Urdu grammarian in this context, their work can
be viewed as influenced from two different languages. Many Urdu grammar writers use
Arabic language as base line and proposed three main parts of speech for Urdu i.e.
noun, verb and particle (Platts 1909, Javed 1981, Haq 1987). However, there are other
Urdu grammarians which proposed nearly ten independent parts of speech for Urdu
(Schmidt 1999). In this section, parts of speech proposed by Urdu grammarians will be
discussed. The list of parts of speech of each grammarian can be found in appendix.
However, list of parts of speech in appendix is covering tags up to two levels i.e. starting
from the basic part of speech to second level distribution.

In 1909, Platts proposed a part of speech tagset for Urdu. The tagset contains three
main parts of speech i.e. noun, verb and particle. Articles were not included under any
part of speech. However, it was discussed separately as determiner of noun. Noun was
divided into thirteen categories including three categories of adjective and ten categories
for pronoun. Nouns and proper nouns were handled under one category of substantive
noun. Discussion on noun was based on three features i.e. gender, number and
declension. Cardinals, ordinals, collective numerals, distributives and multiplicatives,
numeral adverbs, fractional numbers and RAKAM were handled under the category of
numerals. In the categories of pronoun, words with marking like “ = o+ were considered
as one word. A separate part of speech of reciprocal pronoun was given to the words
like “o s Q" Platts did not propose any subcategory of verb. However, all properties
and forms of verb were discussed as its features. Particles were divided into four
categories i.e. adverb, postposition, conjunction and interjection (Platts 1909). A
complete list of parts of speech proposed by Platts can be found in appendix.

In 1971, Siddiqi provides an analysis of Urdu grammar and proposed six parts of speech
for Urdu. In addition to three categories proposed by Platts, Siddiqui defined a separate
category for adjective and pronoun. The adverbs were also kept separate from particles.
A new category named distinct was introduced. Adverbs and negative particles were
catered inside the category of distinct. Noun was distributed on the basis of its structure
and nature. Some semantic distributions of noun were also provided e.g. sound noun.
Indefinite pronoun and relative pronoun were also distributed under noun. Numerals
were also catered under nouns. On the basis of structure, noun was divided into three
sub categories. Common nouns were catered under original noun. Infinitive verbs were
categorized under verbal noun. On the basis of the nature of noun, it was divided into
three types. Substantive noun were used to cater proper nouns. Adjectives were further
divided into comparative and exaggeration. At the first level, particle was divided into
construction, conjunction, =33 and ~3ls8, Conjunction was further divided into seven
types. The details of parts of speech proposed by Siddigi can be found in appendix
(Siddiqi 1971).

Javed (1981) analyzed parts of speech of Urdu under two categories. The first category
contains four parts of speech and second category contains the subtypes of particles.
First category was divided into noun, verb, adjective and pronoun. Apparently, the four
parts of speech look similar to those proposed by Siddigi. But the sub types under these
categories were quite different. Noun was divided into common noun, proper noun,
collective noun, abstract noun and un-count noun. Most of the distributions of noun



were done on semantic grounds. Adjective was divided into personal, numeral,
quantitative, emphatic and pronoun. The distribution of adjective was also done on the
basis of semantics differences. Verb was divided into seven types. Adverb was taken
as sub-category of both verb and pronoun. Words of verbal nature were categorized
under verb. Adverbial particles were also considered as sub type of verb. Ker particle
(see section 5) was also categorized under verb. Pronoun was divided in ten parts of
speech. Pronouns of respect were separately catered under pronoun. Particles were
divided into six categories. Particles were consisted of case markers, interjection,
conjunction, negative particles and intensifier. Conjunction was further divided into six
types. The interjection was semantically divided into the interjection of happiness and
sorrow (Javed 1981). List of parts of speech proposed by Javed can be found in
appendix.

In 1987, Haq provides an analysis of Urdu grammar and proposes parts of speech
based on two features i.e. consistent and non-consistent. The consistent categories
were those that have some meaning attached with them. Consistent categories were
divided into noun, pronoun, adjective, and verb. Non-consistent categories were those
categories that alone have no meaning but they add meaning to consistent categories.
Non-consistent is divided into ~ilad (panads «ake ). In consistent categories, noun
was divided into common noun and proper noun. Pronoun was divided into personal,
relative, interrogative, indefinite and demonstratives. Adjective was divided into
personal, numeral, quantitative, i and pronoun. Adverb was catered under the
category of verb. Ker particle (see section 5) was also handled under verb as separate
part of speech. In comparison with Javed (1981), categories of interjection were merged
into one category and no separate category for intensifier was defined (Haq 1987).

In 1999, Schmidt provides an analysis of Urdu grammar. Rather than analyzing the
language as consisted of three parts of speech, Schmidt proposed ten basic parts of
speech of Urdu. Schmidt analysis was very different from other grammar writers. The
tagset includes noun, pronoun, adjective, adverb, postposition, verb, particle,
interjection, conjunction and number as main parts of speech of Urdu. Pronouns were
divided into seven types which were demonstrative, personal, reflexive, interrogative,
indefinite, relative and repeated. Pronouns used as adjective were analyzed under the
category of adjective. Adverbs were analyzed as time, place, manner, degree and
modal. Postpositions were divided into grammatical, spatial-temporal and compound
postpositions. Grammatical postpositions include sS and the inflections of S, —», Jy, U,
3 were handled under grammatical postpositions. Verb was analyzed as based on
their forms. The words with relative nature are handled inside each category. Another
difference between Schmidt's tagset and other grammarian’s tagset was of particles.
Schmidt has included only intensifiers under particles. All other types of particles were
defined as separate category. Conjunction was divided into coordinating, correlative,
causal, concessive and subordinating conjunctions. The category of number was
divided into cardinal, ordinal, fractional, multiplicatives, money and time. A list of parts of
speech proposed by Schmidt can be found in appendix (Schmidt 1999).



3 Definition of Tagset

“The computational division of syntactic, morpho-
syntactic and semantic features of a language into
separate categories”

“Computational part of speech categories of a language”

Natural language processing may require building a part of speech tagset which should
cover required depth of morphological and derivational categories of the language.
There are three types of information that may be considered as guideline for generating
a tagset. First type is the tagset of languages that are related in their morphological or
morpho-syntactic or syntactic nature with source language. Previous tagsets of Urdu,
Persian, Arabic and Hindi may be considered in this context. However, there are
morpho-syntactic and syntactic tagsets of English language. Their analysis may also be
used for the tagset of Urdu. There are general tagging guidelines provided which aims
at standardizing tagsets of all languages of the world (Halteren 2005). In the following
section, computational work on Urdu tagset and tagset of related languages will be
discussed.

3.1 Earlier Computational Work on Tagset of Urdu

In 2003, Hardie implemented a POS tagger for Urdu. The tagset used by Hardie was
based on the analysis of Schmidt and was following EAGLES guidelines of tagset.
EAGLES guidelines aims at generalizing the design of the tagset. In EAGLES
guidelines, general design of tagset was divided into three parts. First and compulsory
part contains thirteen tags which are noun, adjective, pronoun, adverb, verb, article,
adposition, numeral, conjunction, interjection, unique, residual and punctuation (Hardie
2003). The recommended attributes include number, gender, case, finiteness and other
features. The optional part consists of similar attributes with lesser applicability and
depends upon the language under observation. Recommended and optional attributes
of EAGLES guidelines increase morpho-syntactic depth of the tagset. That's why; their
inclusion in the tagset is optional.

Urdu tagset proposed by Hardie make use of all three levels of EAGLES guidelines.
The tagset was based on morpho-syntactic categories of Urdu. A total of 350 tags were
provided. In the tagset, noun was divided into 48 tags. Features of noun i.e. gender,
number, case were explicitly handled in the tagset. All forms of verb i.e. infinitive,
participles, subjunctives, imperatives were handled with separate tags. Verb was
divided into 115 tags. The auxiliaries were divided into general and special auxiliaries.
Special auxiliary verbs contain &, L, —\> and ». Adjective was categorized as simple,
determiner and Y-V-K-J determiners. The determiner adjective was used to define the
categories of number, fraction, indefinite determiner. All inflection forms of L), Lus, LS,
Lus were handled in the tag of Y-V-K-J determiner. Multiplicative marker, adjectival
particles and WALA was handled inside adjective. However, all of them and their
inflectional forms get separate tag. Pronouns were divided into five categories i.e.
personal, personal possessive adjective, Y-V-K-J, reflexive and other pronouns.



According to Hardie, some pronouns take adjective markings. That's why they were
named as adjective. The tag Y-V-K-J represents the demonstrative nature of a
category. This nature was observed in pronoun, adjective and adverb, and was handled
as separate category in each distribution.

Hardie tagset contains 350 tags. All inflectional forms of a word are handled as separate
category. The distribution of tags like noun, proper noun and acronym are based on
semantic differences. Words with izafat are handled in two separate ways. If izafat is
written then it will get a separate tag of zz. However, if izafat is not written then the two
words will be handled separately. A complete list of tags can be found in appendix.

In 2007, ljaz and Hussain proposed a tagset for Urdu. Tagset was divided into eleven
parts of speech i.e. verb, adjective, common noun, adverb, numeral, conjunction,
auxiliary, postposition, case marker, harf and pronoun. Each tag of the tagset contains a
parameters i.e. features of the tag. The properties of each tag i.e. gender, number,
case, etc. were handled inside the feature parameter of a tag. (ljaz et al. 2007).

3.2 Tagset of Related Languages

Urdu is a language of Indo-European family. Major part of Urdu is influenced from
Persian and Arabic. The vocabulary of Urdu is also loaned from these languages. The
script in which Urdu is written in is based on Arabic alphabets. Urdu and Hindi are
closely related languages and share their phonology, morphology, and syntax with each
other. In this section, tagsets of Arabic, Hindi and English will be discussed. The
detailed tagset can be found in appendix.

The Arabic grammar writers have provided morpho-syntactic tagset for Arabic which
consists of 177 tags including 103 tags for noun, 57 tags for verb, 9 tags for particle, 7
tags for residual and 1 tag of punctuation. However, all Arabic grammarian sticks to
main three parts of speech i.e. noun, verb, particle. All entities that include in a noun
phrase are considered as types of noun i.e. common noun, proper noun, pronoun,
adjective and numeral are types of noun. Verb is divided into perfective, imperfective
and imperative. All other types are considered under the category of particle (Khoja, et
al.).

Urdu shares its morphological and structural information from Hindi. The standard
tagset for Hindi is based on the tagset of Penn Treebank. Some categories from Penn
Tree are directly taken. The discussion on Penn Treebank can be found later in this
chapter. In Hindi tagset, some categories are slightly changed in the tagset. New tags
are also proposed according to the nature of language. The basic structure of tagset
was based on syntactic categories of the language. The tagset was aimed at less
number of tags and was not focusing on finer details of the language. Hindi tagset
contains noun, proper noun, pronoun, verb, adjective, adverb, postposition, particles,
conjunct, question word, quantifier, negative, interjection and special as main parts of
speech’. The detail tagset can be found in appendix.

The earliest work on tagset was conducted in US and focus was on English language.
Major milestone in the history of tagset was proposed by Klein and Simmons (1963).

" A part of speech tagger for Indian languages, available at http:/shiva.iiit.ac.in/SPSAL2007
/iiit_tagset_guidelines.pdf
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After that, Greene and Rubin (1971:1) proposed a tagset influenced from the Klein and
Simmons tagset. These tagsets were based on the syntactic nature of the text. For
example, verbal participles are not described with the verbal elements but with noun,
adjectives and determiners.

Ellegard (1978: 96-98) used a tagset to parse text of Brown Corpus. Tagset was defined
in decomposable? fashion. There were 25 single character tags for major word classes.
However, each tag contains inflectional information about the word. The tagset was
based on flat structure such that tags of noun and pronoun were having no relation
between them. Penn Treebank tagset contains 48 tags. Out of them, 36 tags consist of
main part of speech and rest of the 12 tags is for punctuation marks (Taylor, A., et al.).
The tagset was aimed at reducing the number of tags and increasing the accuracy of the
system. Tagset neglects those features of language which are recoverable at later
stage. The complete list of Penn TreeBank tagset can be found in appendix.

4 Review of Part of Speech Tagging Technologies

This section will discuss different part of speech tagging technologies and the analysis of
their results. At the end, technique for the tagging of Urdu will be decided on the basis
of the efficiency and available resources.

A part of speech tagging system can be viewed as consisting of three main parts i.e.
tokenization, assigning potential tags to each token, disambiguation by choosing most
appropriate tag for a word or tagging unknown words (van Halteren and Voutilainen
1999:110). The task of assigning potential tags to a word can be done either by looking
from the lexicon or by extracting some morphological information from the word and then
tag it accordingly. Next phase is to remove the ambiguity and to assign the most
appropriate tag to that word. Several methods are used to remove the ambiguity
between the tags.

Figure 1: Methodologies for part of speech tagging (Hardie 2003)

Figure 1 describes generally used methodologies for part of speech tagging (Hardie
2003). However, hybrid approaches can also be used by combining different
methodologies. Considering figure 1.1, linguist’'s knowledge is used to define the rules
for disambiguation of tag. Corpus of text provides different types of words with their
appropriate tags. Type B takes tagged corpus and on the basis of the frequency of the
word with a particular tag, annotates the un-tag text. The most recent approaches to
disambiguation are machine learning techniques like neural networks. Neural networks
technique uses corpus data to extract linguistic information. Thus lies in category B.

? According to Hardie (2003: 48), if the string representing a tag having more than one character and its
shorter string represent some other tag then that tagset is called decomposable. For example, tag N is used
to represent a noun and some other character with N to show some additional properties of the noun.
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Type C extracts the contextual information from the corpus of text and defines the rules
to disambiguate the tag. Most recent work on this type of technique is done by Eric Brill
in 1999. Section 4.3 will describe some work done under type C.

No work has been found under type D (Hardie 2003). This may be due to the reason
that different human beings have different level of knowledge about the language. Thus,
generating probabilities on the frequency of the occurrence of a word may differ from
person to person.

Following section describes different approaches to disambiguation. There are three
approaches that are commonly used i.e. rule based, statistical and transformational
based. However, there are other approaches like finite state intersection grammar, finite
state morphology, hybrid approaches to part of speech tagging, etc. (Torbjérn Lager and
Joakim Nivre, Bryan Jurish). This document will focus on the most commonly used
techniques for part of speech tagging.

4.1 Rule Based Approaches to Disambiguation

Rule based approaches to disambiguation consist of a rule containing word and its
contextual information. The application of rule on a particular word reduces the number
of potential tags attached to that word to single tag. According to Jurafsky et al. (2005:
327), ideally rule based part of speech tagging system consists of two stages. First
stage assigns each word a list of potential parts of speech by using a dictionary. Second
stage uses hand written disambiguation rules to cut down the list to a single part of
speech for each word.

One of the earliest works on rule based part of speech tagging was done by Klein and
Simmons (1963). Their program, computational grammar coder (CGC), tags the word
using lexicon and the suffix information. Set of rules are defined to remove the
ambiguity. Klein and Simmons use a tagset of 30 tags and achieve accuracy rate of
90%. Greene and Rubin also use rule base approach to tag the word (Greene and
Rubin, 1971). Their program, TAGGIT, follows same steps, using lexicon and the suffix
information, to tag the word. However, TAGGIT was able to handle exceptions like
capitalized words, words having apostrophes, etc. Greene and Rubin’s disambiguation
method was different from CGC. Rules were applied in order i.e. from most specific to
least specific. Their first rule was based on instinct. Hardie (2003) explains it by an
example that Greene and Rubin write a rule that a verb following modal auxiliary verb is
infinitive rather than having present tense. Greene and Rubin then use a program to
add rules by manually disambiguating the tags. These rules introduce errors of
incorrectly tagging a word. TAGGIT was reported to have a disambiguation rate of 77%.
Remaining ambiguity was removed manually. Later work on CG approach was done by
Voutilainen (1995) and Karlsson (1995). Voutilainen (1995) made ENGTWOL tagger
which was based on early rule based systems of two stage architecture, although both
lexicon and rules were much complicated than early once. Hindle (1989) works on
disambiguating words in a deterministic parser and analyzes rule based tagger without
giving any information of the syntax. Other work on rule based tagger was done by
Brodda (1982), Paulussen and Martin (1992) and Brill et al (1990).

12



4.2 Statistical Approaches to Disambiguation

Statistical approaches are based on the information from the corpus of text. Corpus of
text provides the frequency of the sequence of tag which will help in disambiguating the
sentence by choosing the sequence of tag with highest frequency. The work on
statistical part of speech tagging started in late 1970’s. Some initial work was done by
Bahl and Mercer (1976) and Debili (1977). However, significant work on probabilistic
part of speech tagging started when Garside and Leech (1985), and Beale (1985)
provide the probabilistic formulation of disambiguation problem in part of speech tagging.
In 1986, Derouault and Merialdo did some significant work for the training of statistical
parameters. Derouault and Merialdo (1986) manually tag a small amount of text and
then use a bootstrap method to tag large corpus. Church (1988) and Kempe (1993) use
second order Markov Models for disambiguation. Training of their system is done by
using a large hand tagged corpora. Using this method, Church (1988) and Kempe
(1993) are able to tag 96% of words correctly. The problem arises for languages that
are not having any training data available. Jelinek (1985) and Cutting et al. (1992)
overcome the problem of tag training data and train their taggers on untagged data using
Baum-Welch algorithm. The results provided by Jelinek (1985) and Cutting et al. (1992)
were comparable with Church (1988) and Kempe (1993).

4.3 Transformational Based Approach

Transformation based approach for tagging is a machine learning approach (Brill, 1995).
It was inspired from both rule based and stochastic taggers. Like rule based systems,
transformational based learning is based on rules. Like probabilistic approach, rules are
automatically induced from the data (Jurafsky et al. 2005, 333).

Transformational approach for tagging, called Brill tagging, is not a disambiguation
technique. It is a learning or improvement technique. It takes an unambiguously tagged
text to learn from it. Pre-tagged corpus is used to evaluate the results of the rules.
System starts by running an initial state annotator on an un-tagged corpus. This process
assigns a single tag to each word based on the lexicon in which frequency of word with
the tag is given. This tagged corpus is compared against pre-tagged corpus and list of
rules are learned. These rules are applied on the output taken from state annotator.
After applying these rules, success of transformation is measured by comparing it with
the reduction in errors. The list of transformations is ordered from most effective to least
effective. The process of adding rules ends when no more transformations can be found
that improve the tagging (Hardie 2003, 271).

Brill (1992) argues about the advantages of transformational based approach over rule
based and stochastic approaches. According to Brill (1992), in rule based approaches, it
is difficult to construct rules and in probabilistic approaches much space is required to
store the tables of frequencies. Transformational based approach overcomes these
issues by providing an automatic extraction of rules. Space required to store these rules
is less than storing the probabilistic information. Other advantages describe by Brill
(1992) is that it is easy to use Brill's tagger with other tagsets or with different languages.

4.4 Other Approaches to Disambiguation

Neural Networks Approach:

According to Hardie (2003: 280), neural network approach to disambiguation is a
machine learning approach. It consists of interconnected layers where each layer works
as a processing unit. On activation of a layer, it connects with other layers with weighted
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links. Weights given to the links and the activation values of the units are the
parameters of the network. Figure 2 provides an overview of 3-layer structure of neural
network (Schmid 1994).

> output units

hidden units

| ARG
N ) input units

Figure 2: A 3-layer structure of neural network

The bottom layer is called the input layer and top layer is called the output layer. Layers
between input and output layers are called Hidden layers as only the input and the
output layers are visible. The training of neural network can be done by adjusting the
weights of the links and the activation values of the layers or units (Hardie, 2003: 281).

Neural network system takes ambiguously tagged word and its contextual information as
input. Input layer consists of a set of units equal to the number of tags in the tagset. For
each word, all tags with which a word was marked are activated. Network knows about
the correct tag due to the training and deactivates other output units. The use of
contextual information varies from system to system. Schmid (1994) takes three
preceding words and 2 following words as contextual information of a word. According
to Schmid (1994), reducing contextual information from three preceding words and one
following word to two preceding words and one following word decreases the accuracy
only by 0.1%. Increasing the contextual information to three preceding words and two
following words showed no improvement in accuracy.

Hardie (2003: 283) finds the performance of neural network taggers comparable with the
performances of rule based and probabilistic approaches. Schmid (1994) reported an
accuracy rate of 96.22% and found it better than Markov model tagger.

4.5 Hybrid Approaches to Disambiguation
A hybrid tagger can be defined as a combination of disambiguation techniques use to

serve the purpose of a single disambiguation technique. Hybrid methods are ideally be
used to increase the accuracy of the system.

CLAWS system is a good example of hybrid approach. In CLAWS1, the WORDTAG
lexical analysis component has initially assigned potential tags which were altered by
rule based component IDIOMTAG. After that a stochastical disambiguator was applied
(Hardie 2003).

CLAWS system gives an example of hybrid approach in which both rule based system
and stochastic system were developed together. Tapanainen and Voutilanien (1994) do
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an experiment to combine rule based system, EngCG, and stochastic disambiguation
system, Xerox tagger, initially developed as separate systems. These two taggers were
having complementary strength i.e. EngCG is rarely wrong but does not disambiguate
fully whereas Xerox tagger is less reliable but disambiguate fully (Hardie 2003: 292).
Tapanainen and Voutilanien run both taggers parallel on same text and then combine
both outputs by allowing Xerox tagger to resolve the ambiguities left by the EngCG
tagger. Results were found to have accuracy rate of 98.5% which were better than any
of the tagger.

5 Redesigning of Urdu Tagset

Tagset of a language caters main parts of speech as well as morphological information
of the language. There are various issues that need to consider for the efficient design
of tagset. First problem is about the level of categorical distribution that the tagset
should contain. A tagset may be consisted either of syntactic categories or it may be
consisted of morpho-syntactic categories. Considering the efficiency in machine
learning process and to reduce lexical and syntactic ambiguity, it was decided to
concentrate on the syntactic categories of language. The syntactic categories lead to
less number of tags which also improves accuracy of manual tagging® (Taylor, A., et al.).

Considering the work of Urdu grammar writers, most of the categories were based on
semantic differences. The morphological information of the categories was either
handled through separate parts of speech or was considered as features of the
language. Most of the categories were lacking their computational side. However, the
detailed analysis of these grammar writers really helps in covering the depth of the
language. The tagset of Hardie was properly covering the features of the language.
However, Hardie tagset was based on morpho-syntactic categories of Urdu. Some of
the tags were divided on the basis of semantic differences (see section 3.1). For a
syntactic tagset, the features of Urdu language need to be analyzed on the basis of the
structure of the language. It was also mentioned in the literature that smaller tagset
improves the accuracy of the tagger. Following is the redesigning of tagset on the basis
of the work of Urdu grammarians and earlier tagsets of Urdu.

There were three types of corpus available for analysis i.e. literature, news and poetry
corpus. For the design of tagset, only literature and news corpus was analyzed. The
corpus was based on the most recent available vocabulary used by local people.

Following is the proposed list of POS tags followed by some of their examples. The
syntactic analysis on the tags is done in discussion section.

Demonstrative: Demonstratives are divided into four categories. All four categories of
demonstratives have ambiguity with four categories of pronoun. Phrase level analysis
was done to distinguish between demonstrative and pronoun. The detailed comparison
of demonstrative and pronoun can be found in discussion section. Following are some
examples of demonstratives.

Personal This category includes the elements of demonstrative and
demonstrative (PD) personal demonstratives. Following is an example of it.

SA part of speech tagger for Indian languages, available at http://shiva.iiit.ac.in/SPSAL2007
/iiit_tagset_guidelines.pdf.
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ol o em “?J ‘(-;5 o~ <SM><VB> o <NN>Q\%‘&\ <G> LSJLATi <NN> (s <PD> ~

Relative i :

| > 5 Ul <31 <R
demonstrative (RD) <G>Le <PP>e; <TA>L <VB>L <'\‘<'\é>6>‘*‘<\7gi\l> 5N<N>D">);
OIE (O e =

Kaf demonstrative <TA> — <VB>USJ <ADJ>lal <NN>4 <P> 58 <NN>_ £ 5 <KD>¢S

(KD)

8S OS -<VB>_— <NEG>u <NN>5 <KD> 558 <P>0se <NN> . S
Adverbial

demonstrative (AD) <AA>US<VB> S<NEG>0x <NN> S <AD> Ll <PP> (e
U% Al el

Nouns: Nouns are divided into two categories. First category consists of simple nouns
which are represented by NN in the tagset. However, there are other nouns that show
adverbial nature like time, place, manner, etc. These are also catered under noun. The
proper nouns are kept in a separate category. Following are some examples of different
types of nouns.

Noun (NN) -<VB> ux <NN>Ulae <G> ol NN> (paass <PD> &
‘\Sjl ¢ 53 () cJL:A
Gl ol e ¢l ¢l -<VB>_ <PN>xls <NA> 5l <P> S <NN>Qex

E&ngfgﬁ:r:jz\?l) <VB>_— <NN> L5 <P> 1§ <NN> Slels <PN> 5
Pronouns: Pronouns are divided into six categories based on their syntactic structure.
Most of the categories are consistent with the types provided by Urdu grammarians.
The analysis and justification of the newly proposed categories can be found in
discussion section. Following are some examples of the types of pronouns.

Personal p(orloun (PP) VB> U <NN> et <G> | e <PP> s
U'“\ 09 ¢n “T’\ (@ ca (e ¢

Reflexive pronoun (RP) <TA>E <VB>_;5 S <RP>353 <NN>:S <GR> L <PP> e

“T’\ €A
Relative pronoun (REP) <VB>_ <NN> g <P> S <PN>xls <REP> s> <PN>_le
U (O -<VB>_— <NN> i 53<G> | e

Adverbial pronoun (AP): The adverbial pronouns occur at the place of nouns with
adverbial nature and show the property of time, place, manner, etc. They are
represented by AP in the tagset. Consider the following examples:

Example:

Do ¢ e e <TA>_—= <VB> LS <NN> WS <AP> ol <P> 5 <PN> e
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Kaf pronoun (KP): Kaf pronouns add interrogative property in the sentence. They are
divided into two categories. Kaf pronouns, represented by KP, are used to ask question
about a noun. The second category includes adverbial kaf pronouns which are used at
the place of nouns with adverbial nature. Following are their examples:

Kaf pronoun (KP) VB> s <KP> (358 <P>_se <NN> . <

BT ISP

Adverbial kaf pro (AKP) .

LS (S S <TA>_ <VB> 8 <AKP> »xX <PN>
Genitive reflexive (GR) <NN>U= 8 <G>y <VB>U S <RP>255 <NN>aS <GR>Ly
Ly <VB>_-
Genitives (G) Consider the above example of genitive reflexive.

\),33‘\‘)1.471‘\‘)@‘\).}4

Verb (VB): At sentence level, any word showing action in any form is considered as
verb. No further categorization is done. Consider the following examples of verb:

Example: N
LS el (LS (ligSd .<TA>5| <AA>L_<VB> LS <NN>_ S5 <PP> o5
Auxiliaries: Based on the syntactic nature of language, auxiliaries are divided into two
categories. Aspectual auxiliaries always occur after main verb of the sentence. Tense
auxiliaries are used to show the time of the action. They occurred at the end of the verb
phrase. Consider the examples of aspectual and tense auxiliaries:

Aspectual auxiliary (AA)  Consider the example of verb.

A LS )

Tense auxiliary (TA)

‘o 8 s con 2 Consider the above describe examples.
UJ:' 6}?1 Gé ‘é 6&

Adjective (ADJ): Adjectives are catered as one category. The information related to
the degree of adjective is not taken into account. Following are given some examples of
adjectives.

;ﬁ“‘i\@”“*jg& <VB>,— <NN> <31 <ADJ> i <ADV> s <PN> s

Adverb (ADV): Adverbs are handled as one category in the tagset. Consider the
following examples of adverbs.
Example:

15 el o

-<VB>_— <NN> K31 <ADJ> iisas <ADV> 13: <PP> o

Quantifier (Q): Consider following examples of quantifier:

Example:
(¢ ) calaicnia ¢ 4aS <VB> (i S <NN> Wil <Q> 15565 <NN>E 1 <Q>
I (famy (S ch}g_? c\j)g_?
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Numerals: Numerals are divided into four categories based on their syntactic structure.
Cardinal (CA), ordinal (OR), fractional (FR) and multiplicative (MUL) are types included
in the tagset. Following are the examples of each category.

Cardinal (CA)
ol (0 €52 1S - <VB> 5% <P> S <NN> 53l <CA> 52 <OR> Lo
J\)'f 9 LJ‘).TI sL}.}Lu (i)

Ordinal (OR) Consider the example of cardinal.
LSJA‘ cu\}@_ﬂ su\jﬂ.m slj@A su\j;.lh sl.«.'iﬁ c\‘)...u;ﬂ c\‘)ujd dﬁ

Fractional (FR) <VB>Lins <NN>a3 50 <U> 58 <FR> a5
@LA)\ ‘@\AJ ‘LT'LG—‘)?

Multiplicative (MUL) X ./
U;—"' Ky s -<VB>57‘ <ADJ>G s« <MUL>LS <P>Cu <PN>xla<PN> e
Measuring unit (U): They are frequently used with numerals. However, they have a
different syntactic structure than numerals. Consider the example of fractional to see the
occurrence of measuring units.

Example:

: <VB>la <NN>a2 s <U> 58 <FR> Jlal
o IS Bl o ’ s <

Conjunction: Conjunctions are divided into coordinating and subordinating
conjunctions. Following are their examples:

Coordinating (CC)
o, b

Subordinating (SC)
RYPREPES

<VB>uxn <NN>Cus 2 <ADJ>/_—€+.‘ <PN>_l <CC>_; <PN>xla

.<VB>£A<P>CM <PP> 42.<SC>~8<VB> 48<P> . <PN> s

Intensifier (I): There are only three words in this category. Consider their following
examples:
Example:

- <TA>.B<VB> U3l <I> e <PP> (e
P ed

Adjectival particle (A): This category includes only one word sa with its two inflection
forms. This particle is normally used for comparison. Consider the following examples
of adjectival particle.

Example:

<VB>_ <NN>sila <A>Ls <ADJ>ame <CA>S <NN>Siw
e L ¢

KER particle (KER): These particles normally occur in verb phrase. There are only two
entities in this class. Consider the following examples:

Example:

Ko S

Title: Titles are divided into two categories based on their pre and post occurrence
around a proper noun. Consider their examples below.

<AA>Ls <VB> S <NN>g st <KER> S <VB>gzia <NN> &

18



Pre-title (PRT) <NN>Lsil <ADJ> —2) <POT>aba <PN>2 s <PRT>(be
Ol ¢ pima <VB>(»

Post-title (POT)

b cm Consider the example of pre-title above.

Semantic Marker (P): Following are the list of particles included into this category.
However, the entity . is kept as separate category due to its ambiguous usage.

(s e S S S <SE> — <NN>yJea <P>_= <PN>_ e <P> £ <PN>xls
<S4 B TIC S -<VB>“)LA

SE (SE): —- Consider the above example

Wala (WALA): This category contains one word wala and its inflections. Consider its

examples: ) ]
Example: <TA>_—= <VB>LI <NN>_<2) <WALA>Y s <VB>_—an <NN>Jg
3\} 6&‘} G‘}“}
Negation (NEG): Consider the following examples of negation.
Example:

L <AA>UES<VB> S<NEG>uus <NN> LIS <AD> Ll <PP> G
S

Interjection (INT): Interjections normally occur at the start of the sentence. They are
kept as separate category in the tagset. Following are its examples:

Example:
leal il ae ol <TA>_— <VB>_S <NN>L <ADJ> 42 <ADV>LS <INT>l 5

Question words (QW): There are some words instead of kaf pronouns that are used for
the interrogation in the sentence. However, these words cannot be replaced by a noun
or pronoun. A separate category of question words has been formed for these words.
Consider their examples below:

Example:

UsS S <TA> & <VB> il <NN> J s <PN> le<QW> LS

Punctuation marks: In this tagset, punctuation marks are divided into two categories.
Sentence markers mark the boundary of the sentence. Phrase markers are used inside
the sentence but never used at the end of sentence. Consider their examples below:

Sentence marker (SM) O
Phrase marker (PM) LY

DATE 2007, 1999

Expression (Exp): Any word or symbol which is not handled in this tagset will be
catered under expression. It can be mathematical symbols, digits, etc.
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5.1 Discussion

Considering above tag set, noun is divided into noun and proper noun. However, in the
tagset, it is mentioned that nouns with adverbial nature are also kept under noun. These
nouns contained information about time and place. Due to this reason, most of the
grammar writers categorize them as noun of time and place (Platts 1909, Javed 1981,
Haq 1987). However, some grammar writers also consider them under adverbs
(Schmidt 1999). Looking at the language syntactically, these elements with adverbial
nature occur at the place of noun. To make syntactic structure of language consistent, it
was decided to consider them under noun. Following are some examples of it.

-<VB>_— <NN>@ale <ADJ> 42 <VB>Ug <NN>zva
-<VB>_ <PN>xls <NN>_ 5 <P>_S <NN>Cen

Pronouns are divided into six types based on their syntactic nature in the sentence. The
adverbial pronouns are of same nature like nouns with adverbial features. That’s why,
they are categorized under pronoun.

-<VB>LLS <NN> WS <NN> moa <P> 2 <PN> s

<VB>ULS <NN> LS <AP> <P>_- <PN> la
Usage of Adverbial pronoun <

Most of the categories involved in pronouns are similar with demonstratives. Difference
was analyzed on the basis of their phrase boundary. It was observed that pronouns
occur as standalone unit in a phrase or occur without having a noun as its neighbor in a
phrase whereas demonstratives make phrase boundary with the next noun. The
adverbial pronouns are also showing similar behavior. Consider following examples:

<VB>_~ <NN>_ e <P>S <PN>xla <PP> A
<VB> x <NN>0lar <G> ole NN> (asase <PD>

In case of pro-drop, demonstrator becomes the pronoun. Consider the example below;
if word ! (people) is dropped here then =5 will become the pronoun here.

Without pro-drop
<TA>_S <VB>_:& <NN>UE <NN>S 51 <PD> o

After pro-drop
<TA>_S <VB>_uK <NN>UE <PP>s

Kaf pronouns are divided into two categories. Both are actually question words that can
be replaced by a noun. However, syntactic structure of adverbial kaf pronoun is different
from other kaf pronouns. While observing kaf pronouns in general, the ambiguity was
found with the demonstratives. Phrase level analysis as explain above is used to
distinguish between kaf pronoun and demonstratives. The demonstrators with

20



interrogative nature are kept inside demonstrative category. Consider following
examples of kaf pronouns, adverbial kaf pronouns and kaf demonstratives.

Kaf pronoun
<VB>_— <KP>{sS <P>0se <NN> S

<TA>Gx <VB> 8 <ADJ> ) <NN>al <P> & <NN>( L 5 <KP>(<

Adverbial kaf pronoun
<TA>_ <VB>L8 <AKP> 5 <PN>xdla

Demonstrative
<TA>s <AA>_—, <VB>\ <VB>_—k <SE>_—» <KD> (S<PP> &

KER tag contains two elements _s « S (Javed 1981). These particles occur in verb
phrase and semantically show the completion of verb. Following are there examples:

<TA>Us <AA>1,;§ <VB>S <KER>LS <VB>_S <NN>:8 <PP>_x
<TA>Us <AA>LL <VB>SK& <KER>_=S <VB>_5 <VB>_sS <NN>:K <PP>(1e
<TA>U s <AA>WL <VB>Ses <KER> S <VB>ls <AP>(bL s <PP>_e

Semantic marker is containing particles that show the semantic marking of subject,
object and indirect object, etc. (Butt et al. 2001). The marking objects are also called
semantically motivated cases as they are used to express semantic motivations (Butt et
al. 2001). Due to this reason, they are not separated under more than one category.
However, SE is kept separate under unique category due to its ambiguous usage.

WALA Y\ is considered a unique entity due to its different morpho-syntactic nature. It is
categorized under adjective and noun by Urdu grammar writers (Javed 1981, Schmidt
1999). However, it is still considered as an issue due to varied usage. For this tagset, it
is decided to handle it as a separate tag.

Expression includes symbols, mathematical formulae, digits, etc. In general, this tag
caters any exceptional word or character that occurs in the text. There might be a case
when two exceptional characters or words are occurring consecutive. In that case, only
one expression tag will be assigned.

6 Selecting Disambiguation Approach for Urdu

Literature review of disambiguation approaches can be summarized as follows:
¢ Rule based approach
e Probabilistic approach
o0 Markov model
e Transformational based learning
Other approaches like neural networks
o Hybrid approaches
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There are many factors that play an important role while selecting a disambiguation
approach. Performance of disambiguation approach, properties of the language, nature
of the tagset, available resources, and time limitations, all played an important role in the
selection of an approach.

According to Daelemans (1999: 303-304), methods like neural networks have several
advantages over statistical methods such as requiring less training data, fewer
parameters and fast training procedure. However, Daelemans provides some counter
arguments in support of statistical methods such as the effectiveness of new
technologies has not been evaluated fully.

Considering the performance of the systems, Markov model taggers generally achieve
an accuracy of 97% (Hardie 2003: 295). Brill (1995) reports a similar accuracy rate.
Voutilainen (1995: 186-187) reports an accuracy rate of 99.7%-100% using rule based
CG methodology. For comparability, these are small performance differences. Thus,
choosing the methodology on the basis of performance of the system is difficult.

Consider language; Urdu is written in Perso-Arabic text, the texts in question are coded
in Unicode. Brill (1995) and Cutting et al. (1992)’s tagger require ASCII text. So, it is
possible to rule out these two taggers.

Urdu is a highly inflected language and having SOV word order. Sanchez Leén and
Nieto Serrano (1997: 163-164) suggest that the potentially free order of language could
lead to greater ambiguity i.e. it becomes harder to guess the tag of a word on the basis
of its context. This might suggest that for a language like Urdu, probabilistic model
would be unsuitable. Dandapat et al. (2006) implemented a Markov model for Bengali
which is a free order language and reported an accuracy of 89%. Brill (1995: 544)
reports that all disambiguation techniques utilize the same kind of information. Thus
probabilistic model can not be ruled out by just arguing that the language is free order.

The nature of the tagset may affect the performance of disambiguation method.
Tapanainen and Voutilainen (1994) suggest that Markov model taggers operate better
with small tagsets, whereas rule based approaches operate better with larger tagsets.
Sanchez Ledén and Nieto Serrano (1997) work on Spanish tagsets ranging from 40 to
475 tags and use them with Markov model and report that larger tagset improves
performance if the model has appropriate biases. Thus size of the tagset may not help
in deciding the disambiguation technique.

Let's consider the practical benefits and drawbacks of the probabilistic approach, rule
based approach and hybrid approach. Hybrid approach uses the best features of
several methodologies. Tapanainen and Voutilainen (1994) create a hybrid tagger from
two pre-existing taggers. In case of Urdu, one rule based tagger is available (Hardie
2003). Hybrid approach requires at least one more tagger for Urdu. Considering the
time limitation of the thesis, only one approach can be implemented and hybrid work can
be left for future research. Therefore, hybrid approach can be ruled out.

According to Weischedel et al. (1993), having a corpus of limited vocabulary; the
probabilistic models offer a mathematically grounded means of predicting the most likely
tag. In case of unknown words, probabilistic models provide the best solution.
Weischedel et al. (1993) also mention that for a given vocabulary size, it is difficult to
provide full syntactic and semantic features by handcrafted rules. Probabilistic models
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overcome this limitation by considering contextual information from the corpus. Another
point mentioned by Weischedel et al. (1993) was that rule based approach do not
perform well on long sentences on which probabilistic approach can effectively operate.

Now considering Urdu, a corpus of approx eighty million words is available. The number
of unique words in the corpus is about 52,000*. Thus, shows a good frequency of the
words in the corpus. Making the rules of 52,000 words over the corpus of 10,000,000
words seem cumbersome and much time consuming. Here, after considering the
resources and the analysis of different writers, rule based approach can be ruled out.
Hence, for the current work, statistical approach can be used for part of speech tagging.

7 Methodology

This section will discuss the steps followed in the implementation of part of speech
tagger. The availability of training data is the first step towards the automatic annotation
of text. A corpus of 110,000 words was selected from two domains. After applying
normalization and removing diacritics, data of 100,000 words was manually annotated
for training. In the implementation of part of speech tagger, Hidden Markov model was
implemented. Add Lambda smoothing was applied to avoid zero probabilities. In order
to shorten the search space and to speed up the time, beam search was applied. The
detail discussion of each step is as followed.

7.1 Preparation of Corpus

The accuracy of a tagger also depends on the corpus. The inclusion of foreign words,
free orderness in the corpus significantly affects the results of the tagger. A corpus of
amount eighty million words was taken from Jang (www.jang.com.pk). The available
eighty million corpus was based on six domains i.e. games, news, finance, culture
entertainment, consumer information and personal information. At start, it was decided
to drop the corpus of games, finance and consumer information due to the excess of
foreign words in the corpus. At later stage, personal information was also dropped due
to the lack of structure of the corpus. Out of the domain of news and cultural
entertainment, 110,000 words were selected as corpus. Before actually starting the
annotation, corpus was gone through various steps in order to maintain the consistency
of the text.

7.1.1 Normalization

Urdu shares its character set with Arabic. There are characters in Urdu that can be
represented by more than one Unicode. This problem of inconsistency was frequently
seen in the corpus. In order to keep the characters consistent, normalization was
applied before doing any processing on the corpus. Following is the list of
normalizations applied.

Table 1: Normalization

Problem words Unicode Normalized words Unicode
5 0629 5 06C3
& 0643 S 06A9
° 0647 > 06C1

* Corpus of Urdu is available with Centre for research in Urdu language processing (CRULP). Further
detailed about the corpus can be found in section 7.1
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“ 0649 e 06CC
< 064A e 06CC
5 06C0 B 06C2
, 002C ‘ 060C
. 002E ; 06D4
: 003B ¢ 061B
? 003F ¢ 061F
| 0622 1 0627 + 0653
i 0623 \ 0627 + 0654
3 0624 5 0648 + 0654
B 06C2 > 06C1 + 0654
2 06D3 i 0626 + 06D2

7.1.2 Other Issues

In Urdu, most of the diacritics are considered optional. Due to optionality of diacritics,
two similar words one with diacritics and other without diacritics do exist in the corpus.
Therefore, it was decided to remove the diacritics from the corpus. It was also observed
that there occur some non Urdu characters in the corpus. These words were also
deleted from the corpus. A List of diacritics and non-Urdu words is given below.

Table 2: Diacritics and non-Urdu words

Diacritics Non-Urdu words
(0650) . "
(064B) *
(064F) #
(064D) . $
(064C) - %
(0670)" &
(0652) " !
(0656) [J *
(0654) +
(060C) « -
(0651) ° /\
(0657) U <>
(0659) [ =
(0640) - @
(0653) 0
(FDFA) [ A
(064E)
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7.2 Manual Tagging

A corpus of 100,000 words was selected for manual tagging. After applying
normalization and by removing diacritics, test corpus was divided into 10 equal parts. A
word list of the corpus was generated and each word was given its expected tag. This
lexicon was further use to speed up the annotation process. Each part of the corpus
was first annotated with the generated lexicon. All potential tags of each word were
assigned. The errors were manually removed from the corpus. Same procedure was
repeated up to 50,000 words. Rest of the 50,000 words was automatically annotated
from the tagger and was manually checked for errors. This procedure speeds up the
manual tagging process and helps in analyzing the issues of the tagger and the corpus.
Following section will discuss some linguistic issues faced while manually annotating the
corpus.

7.2.1 Suffixation

The problem of considering suffixes as one word or considering it as part of its root word
was faced during annotation. Considering suffix as separate word may create the
problem of including a non-word in the lexicon. Some suffixes like St do exist as
separate word but their usage as suffix makes it an adjective rather than a noun. This
way of handling suffixation may also disturb the learning of statistical tagger and
increase the ambiguity for the tagger. Consider the following example:

Table 3: Three ways of tagging the word having a suffix
(a) (b) (c)
<NN>plail <ADJ>SUdsd | <NIN> ol <NN>SU <NN>Gsas | <ADJ>SU <ADJ>s s
<NN>

In the above example, the word with suffix can be tagged in three ways. Part b is
lexically assigning the tags to the words. This will tag the word independent of its
context. Thus, lose the actual feature of the word. Part c is separately tagging the word
and suffix but assigning the tag according to the context of the word. This will wrongly
guide the machine learning process as in this way noun is followed by two adjectives
rather than one. The ambiguity for word St will also be increased. For these reasons, it
was decided to consider the root and suffix as one word.

7.2.2 Words with Zer-e-izafat

In Urdu, combining words with zer-e-izafat is a very common phenomenon. Sometimes
these words cannot be separated as two words or can be replaced by having semantic
marker in it. Consider the following example:

Table 4: Two cases of words with zer-e-izafat
(@) (b)
<NN>akel 535 <NN>Csa <NN> 5
BYBTAS ?L'.c.\ * BIBT L QUi

Here, it is clear that part (a) of the example becomes ungrammatical when replaced.
That’s why, it was decided to consider (a) as on word and consider (b) as two separate
words.
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7.2.3 Verb Phrases Acting as Adjective

It was observed that the occurrence of verb phrase at the place of adjective is very
frequent in corpus. Consider the following example:

Table 5: Verb phrase acting as adjective

(a) (b) (c)

<AA>_5 <VB> s, <ADJ> 5 <ADJ> 5, | <NN> 22 <ADJ> 52,55
<NN>_—= <NN>_—=

There are three possible ways of tagging this problem. However, example (c) is not
appropriate as we are considering two words as one word. Example (b) is again causing
problem to machine learning process. At the end, it was decided to treat verb and
auxiliaries independent of its context.

7.2.4 Complex Predicate

There are some words which are noun and adjective, and occur in a verb phrase. These
words are called complex predicates (Butt 2003). When these words were analyzed
separately, it becomes very difficult to distinguish them either noun or adjective. For the
current work, it was decided to keep word and its tag consistent throughout the training
corpus. However, a practical solution to this problem is discussed later.

26




7.3 Computational Modeling

This section will discuss the techniques used in the implementation of a part of speech
tagger. Hidden Markov Model was used as disambiguation technique. In order to
reduce the search space of the tagger, beam search was applied. Frequency of
unknown words is handled by applying Add-Lambda smoothing. Following is the
detailed discussion of each technique.

7.3.1 Design

Design of application was divided into three components. Pre-processor and training
database works as standalone unit. Output of pre-processor and training database is
used by tagger to annotate the text. Pre-processor takes input in the form of text file.
After applying normalization rules, diacritics and symbols were removed from the input.
Training database takes annotated text in the form of a text file and calculates the
unigram word tag probabilities and the probability of a tag t; given its previous tag t..
The words from the list of word tag probability will be used as lexicon by the tagger.
Tagger takes two inputs, one the output of pre-processor and second the output of
training database and outputs the annotated text. The detail discussion on the working
of each module can be found in next section. Following is the design diagram of the
tagger.

Input———» Pre Processor T

Cleaned Input

Tagger Output——->»

Lexicon
Bigram Tag Probabilities
Unigram Word Tag Probabilities

——Annotated Text—»  Training Database

Figure 3: Design of the tagger

7.3.2 Pre-processor

In order to control the consistency between training data and input text, a separate
module called pre-processor was build. Pre-processor module takes input in the form of
a text file and normalize the text. Diacritics were also removed from the text. Following
is the algorithm of pre-processor.
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Take input from a text file

Load normalization rules

Load a list of diacritics

Load a list of symbols

Apply normalization

Remove diacritics

Remove symbols from the corpus
Save the output in a text file

A list of normalization rules, symbols and diacritics can be found in section 7.1.

7.3.3 Training Database

Part of speech tagger takes information from three databases i.e. lexicon, word tag
probabilities and tag tag probabilities. These information sources are built by training
database by using annotated text or training text as input. In the implementation, a
separate module was built for each database. Following is the discussion on each
algorithm.

General Algorithm of training database
e Take annotated text from a text file
o Calculate total counts of each word tag pair i.e. total number of occurrences of
each word w with tag t
e Calculate total counts of each tag tag pair i.e. total occurrences of each tag t;
having previous tag t 4
Calculate total counts of each tag i.e. total occurrences of each tag t 4
Apply smoothing (next section)
Calculate probabilities
Save the probabilities of word tag pair and tag tag pair in separate files

Probability calculation was done using following formula:

Word tag probability P(w | t;) = C(w; t;) / C(t))
Tag tag probability P(t; | ti4) = C(titiq) / C(tiq)

In order to calculate the probability of unknown word, smoothing was applied by
introducing an unknown pair in the database. The smoothing algorithm can be found in
next section.

7.3.4 Tagger

Application of part of speech tagger takes two inputs i.e. cleaned input text from pre-
processor and other is the databases. Input text is observed sentence by sentence by
the tagger. Tagger creates the annotated output of each sentence. Following is
algorithm of the tagger.

Read input from text file
Load databases
Divide input on the basis of sentence marker
Continue until input ends
0 Take a sentence
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0 Repeat until sentence end
» Take a word from sentence
= Assign its potential tags from lexicon or assign potential tags for
an unknown word (Make branches if potential tag > 1)
» Assign word tag probabilities to the pair
= Assign tag tag bigram probabilities
» |f number of branches are more than Beam size (say 10), sort all
branches on the basis of cumulative score up to the current word
and take top 10 branches (highest score)
0 Save the output sentence by sentence
o Write output in a text file

At sentence level, file containing probabilities of word tag pair was used as lexicon for
the tagger. Hidden Markov model was used as disambiguation technique. Problem of
unknown word was handled by assigning a list of candidate tags to that word. Zero
probability of unknown word was handled by applying Add Lambda smoothing.
Following are the details on Hidden Markov model, Add Lambda smoothing and
unknown word handling.

7.4 Implementation Techniques

7.4.1 Markov Model for Part of Speech Tagging

Hidden Markov model is used to estimate the best sequence of tags for a sentence. It
utilizes a tagged corpus to estimate the frequency of the occurrence of a tag with a word.
It is called Hidden as the actual sequence of states i.e. tag generated for a sentence is
unknown. According to Rabiner (1989), Hidden Markov model has five parameters
(Scott M. Thede et al).

1. Total number of states in the model is represented by N. For part of speech
tagger, N is the total number of tags used by the system. One tag consists of
one state.

2. Total number of output symbols and is represented by M. For part of speech
tagging, M will be the number of words in the lexicon of the system.

3. Probability of moving from state i to state j and is represented by a;. It is called
transition probability of the states. For part of speech tagging, state transition
probability will be the probability of moving from tag i to tag j in other words,
probability that tag j will follow tag i. This probability is normally estimated from
the corpus.

4. Observation probability bj(k) will be the probability of having symbol k on state j.
For part of speech tagging, it will be the probability of word having tag j.

5. [Initial state distribution ;is the probability that model will start in state i. For part
of speech tagging, this is the probability that the sentence will start with tag i.

Choosing HMM for part of speech tagging will determine the most likely tag sequence
that generates the words in the sentence. Following formula provides an overview of the
basic HMM part of speech tagging (Jurafsky et al. 2005, 329).

P(word | tag) * P(tag | previous n tags) (1)
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Equation 1 represents a tag sequence for the whole sentence. According to 1, the tag of
a word depends on the probability of a word tag pair multiply by the probability of the
sequence of tags from the start of the sentence. Dependency of a tag on previous n
tags is called N-gram model. In order to tag a single word, bigram HMM tagger has to
use. The bigram model of tagging a word w; with a tag t; is given by the maximum
probability of tag t;with previous tag t.1 and the probability of the word w; having tag t; i.e.
(Jurafsky et al. 2005, 329).

ti= argmax P(t | t.1) P(wi| t;) (2)

Consider a sequence of words W = w; w, ...w,, and a sequence of tags T =t t ... t,.
The maximum probable solution for a sequence of tags given that the sequence of
words can be represented as follows:

Max P(t to ... th| wyawz...wy) (3)
Taking T=tt;... t,and W = wy w, ...w,, equation 3 becomes;
Max P(T | W) (4)
According to Bayes theorem;
P(A[B) P(B) = P(B|A) P(A) (5)
P(TIW) P(W) = P(W|T) P(T) (6)

Here, P(W|T) can be expressed as the probability of the sequence of words W given that
the tag sequence T. P(W) is the probability of the sequence of words which will remain
constant for a sentence so neglecting P(W) for further calculations. P(T) is the
probability of the tag sequence. P(T|W) can be expressed as the probability of the
sequence of tags given that the sequence of observation symbols W.

The equation becomes;

P(T|W) = max P(W|T) P(T) (7)

P(t1 ... tnl W1W2...Wn)= max P(W1W2...Wn|t1 t... tn) P(t1 ... (8)
tn)

Taking the simplifying assumption to reduce the complexity and dependency of the
equation (Jurafsky et al. 2005, 332; Charniak et al. 1993);

1. Words are independent of each other

2. Words identity only depends on its own tag

3. Atag depends only on its previous tag

Applying the first assumption will reduce the sequence of words to one word i.e. the
word of a tag depends on the maximum probability of the sequence of tags of the
previous words plus its own tag.

max P(w;|t; to... t,) P(t1 to ... t)) wherei=1...n (9)
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Applying the second assumption, that a words depend only on its own tag;
max P(w;|t; to... t,) P(t1 t2 ... t,) wherei=1...n (10)
max P(w;| ) P(t1 t2... t,) where i=1...n (11)
Third assumption will change the dependency of a tag on the previous tag.
max P(w;| t) P(ti [t.1) where i=2...n (12)

The dependency of a tag only on its previous tag is called the first order Hidden Markov
model as shown in equation 11. In second order HMM, the current tag depend on two
previous tags can be formulated as:

max P(w;| ;) P(t |t.1 t.2) where i = 3...n (13)

For the current tagger, it was decided to limit the probability of tag sequence to bigram.
Thus following formula will be implemented for part of speech tagger.

Max P(W,l t,) P(t, |t|_1) wherei=2...n (14)

7.4.2 Unknown Word Problem

A training corpus of 100,000 words is used to train Hidden Markov Model. Length of the
corpus is always finite. It is not possible to cover all words of the language. Also due to
high inclusion of foreign words, new words are entering into the language day by day.
These new words and the words which are not part of the corpus are known as
Unknown word. Every tag of the word has some probability to be the tag of that word.
This means, whenever an unknown word occurs, number of branches will exceed by the
total number of tags. And if consecutive unknown words occur then the number of
branches will exceed exponentially. The time to calculate these branches will also
increased exponentially. The number of candidate tags for new word can be reduced if
training corpus is covering all words of closed class. However, currently it was not that
case. However, analysis was done on the training corpus and those closed class tags
were removed from the list of candidate tags which were completely covered by the
training corpus. A list of potential tags for a new word is given in the following table.

Table 6: Candidate tags for unknown words

NN ADJ
ADV CA
VB OR
AA U

TA DATE
Q

The probability of new words is handled by smoothing and reduction in search space is
done by beam search. Next two sections will discuss them.

7.4.3 Smoothing

Due to the high productivity of language, there may occur words that have not seen
before by the tagger. These unknown words will be assigned zero probability by the
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tagger. Thus makes the probability of whole sentence zero. Smoothing is used to
assign these unknown words some probability other than zero. For part of speech
tagger, Add Lambda smoothing was applied. A value of 0.5 was taken for lambda®. For
unknown word, a new word tag pair was added in the list of word tag probabilities. For
new tag sequence, a new tag tag pair was introduced in the list. Following algorithm
was applied on each case.

Add all counts to a variable say “All”

Add unknown word pair with count equal to zero
Add 0.5 to each count

Add all counts after adding 0.5 say “All0.5”

Multiply each count with the result of (“All” / “All0.5”)

Smoothing was applied in the training database module. After calculating the frequency
of each pair, smoothing was applied on each count. The probability of each pair was
calculated with the help of smoothed counts.

7.4.4 Beam Search

Part of speech tagger process the input in the chunks of sentence. While working at
sentence level, if an unknown word occurs, there will be 11 candidate tags for it. If a
sentence is having five unknown words then the branches for these five words will be
11° i.e. exponential increase in branches. Processing so many branches may cause
loss of memory and time. In order to control the number of branches, a threshold of 50,
30, 10 and 1 was selected. The accuracy of the tagger was observed on these
thresholds. It was found that tagger shows relatively high accuracy at threshold of 10
i.e. number of branches should not increase 10. Whenever, number of branches
exceeds 10, first ten branches with relatively high cumulative score were selected.
Following graph is showing the rise and fall of accuracy curve over the change in
threshold.

98
97 2

o PN

95 *

o4 AN

N\ |——Accuracy
93 \
92 »>
91
90
89 T T T
1 10 30 50

>The information about the value of lambda is taken from: http://www-
rohan.sdsu.edu/~gawron/stat/discounting.htm
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8 Results

Accuracy of tagger was checked over test corpus of 10,000 words. Test data was
randomly selected from same domain. After applying normalization and by removing
diacritics, test data was automatically tagged through tagger. Same test data was
manually tagged in order to compare the accuracy of tagger. An application was build
which takes automatically tagged test data and manually tagged data as input. In order
to see the percentage of error over test corpus, tag of a word in test corpus was
compared against the tag of manually tagged corpus. Tagger showed an accuracy of
97.2% i.e. an error rate of 2.8% over the test corpus of 10,000 words. Error rate over
each tag was also calculated and analyzed to further improve the accuracy of tagger.

Results of the tagger are sorted over the accuracy rate of tags. In order to see the effect
of each tag over the accuracy of tagger, total occurrences of each tag in test corpus are
also calculated. All those tags that have an occurrence of below 10 are neglected from
the analysis. Looking at the accuracies, tags can be divided into various clusters. The
tags of accuracy 96% to 100% can be considered as satisfactory. The tags of accuracy
between 84% and 94% can be considered as second cluster. It is interesting to see that
most of the tags of demonstratives and pronouns lie in second cluster. Discussion on
low accuracy rate of these categories can be found in next section. Last cluster contains
two frequently occurring tags i.e. proper noun and KER tag. The high frequency and low
accuracy rate of these tags significantly affect the results of the tagger. Following table
is summarizing the results of the tagger.

Table 7: Results of tagger over test corpus of 10,000 words
Tag Total occurrences in | Accuracy
test corpus
FR - -
MUL - -
POT - -
NEG - -
SM 404 100
RP 3 100
GR 56 100
G 7 100
Q 82 100
CcC 171 100
SE 190 100
WALA 50 100
INT 2 100
SC 188 100
CA 185 100
AD 112 100
AP 63 100
DATE 20 100
OR 32 100
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KD 14 100
PRT 8 100
u 14 100
P 1978 99
I 96 99
TA 293 98
NN 2600 98
AA 379 97
ADV 131 97
REP 43 97
KER 72 97
RD 18 96
ADJ 487 96
VB 1008 96
PP 248 96
PD 112 92
PN 384 83
KP 7 80
Qw 9 75
A 7 62
AKP 4 33

9 Analysis of Tagset on the Basis of Results

Manual annotation requires linguist to analyze corpus on the basis of phrase level
analysis. Results of the tagger help in analyzing the practicality of tagset. Various
points that may need a change in the tagset were observed in the process of manual
annotation and in the analysis of the output. However, due to time limitation, only some
changes were made in the tagset and other changes were left for future work. Following
is the discussion on each issue.

9.1 Noun

While observing language, linguist finds problem in disambiguating the part of speech of
a word as adjective or noun. Situation becomes worst when handling the words of
complex predicates. It was observed that noun can be analyzed under these
parameters:

e Nouns accept an adjective in their noun phrase other does not

e Noun can occur as complex predicates other not

¢ Nouns accept an adverb behind them other not

e Some nouns are derived from adjectives

These parameters were observed in the corpus and it was found that in the category of

noun, there are different syntactic structure exist. However, due to time limitation, these
were not properly observed.
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9.2 Infinitive Verbs

In manual annotation, verbs acting as noun (infinitive verbs) are treated as verb.
Analyzing syntactic structures of these words, it was observed that these words occur at
the place of noun. Due to small training data, occurrence of unknown word is very
frequent in test corpus. Whenever an unknown word occurs at the place of noun, the
most probable tag for that word will be noun which is wrong in our case. The accuracy
of KER tag is also affected by considering infinitives as verb. KER tag takes a verb
behind it. The tagger needs to disambiguate KER tag with the = word of semantic
marker. Major distinction between KER tag and semantic marker can be made by
considering the tag of one previous word. But infinitive verbs nullify this distinction.
Consider following example:

Table 8: Comparison of KER tag and semantic marker

(a) (b) (c)
<P>¢5 <VB>C'US <NN>x\8 <KER>L£ <VB>_S <NN>x\ <P>¢5 <NN>C'U5 <NN>x\8
<NN>22y <NN>ax

Handling of infinitive in | Syntactic structure of KER | Future work
manual tagging

There were 72 words of KER tag in the test corpus. Out of these 72 words, 3% words of
KER tag were wrongly detected by the tagger. The accuracy of verb is also due to
infinitive verbs. It was observed that accuracy of KER tag can be improved if infinitive
verbs are handled separate from verb.

9.3 Noun vs. Other Tags

Tagger confuses the category of pre-title and post-title with nouns. Syntactically, the
behavior of pre-title and post-title is same as that of noun. Difference was made on
semantic grounds. For an unknown word, it is not possible for the tagger to get a higher
probability of pre-title tag.

10 Analysis of Statistical approach on the Basis of Results

Statistical approaches to disambiguation require training data to model the language.
The analysis on input data is based on the statistical technique and training data. While
observing Urdu language and analyzing the results of the tagger, it was observed that
statistical approach is finding problem in disambiguating between some particular pairs
of tags. Following is the discussion on these categories.

10.1 Demonstratives vs. Pronouns

Demonstratives are divided into four types. All these types are ambiguous with the four
types of pronoun. Difference between pronouns and demonstratives is based on phrase
boundary analysis which is discussed in the section of tagset. Looking at tagger
practically, it analyses the language in a flat structure. In flat structure, there is an equal
probability of getting a noun after pronoun and demonstratives. Consider the following
example:

Table 10: Examples of demonstratives and pronoun
<VB>Lu2& <NN>UE <NN>XK4 <PD> o <TA>_=X <VB>_s& <NN>UE <PP> &5
<TA>_S
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In the above example of demonstrative, it is taking a noun inside its phrase and pronoun
is not having any noun inside its phrase. But in flat structure, both demonstratives and
pronouns are having noun after them thus confusing the tagger. This issue can be
quoted as deficiency of statistical approach in handling phrase level ambiguities of Urdu
language.

10.2 Noun vs. Proper noun

In the tagset, noun is divided into two categories i.e. noun and proper noun. Most of the
distinction between nouns and proper nouns is based on semantics. However, there are
structural differences as well. Nouns take pre-nominal elements i.e. adjectives, cardinal,
ordinal, etc. behind them whereas proper nouns only take some pre-nominal elements in
special cases. Consider the following example:

Table 11: Examples of nhouns and proper nouns
<P> <& <NN> sl <CA> 52 <OR>LJ?_J <P>£ <PN>xls <CA> 5 <OR>LJ?_J
<VB> 3L <VB> 3L

The example of proper noun taking pre-nominal elements is very rare in normal Urdu.
However, probability of having Noun and proper noun at the start of a sentence is nearly
equal. Due to these structural similarities, tagger confuses while handling unknown
words as noun or proper noun.

11 Future Work

Part of speech tagger implemented above gives an accuracy of 97.2%. An obvious
extension is to improve the accuracy up to 99%. An analysis of tagset on the basis of
results is given in section 9. For future work, further analysis on the tagset can be done
and implemented. Analysis of statistical technique is also given in section 11. A good
future work is to analyze the implemented statistical technique and add heuristics to help
the tagger in disambiguating the tags.

Words from the corpus of 100,000 words were used as lexicon for the tagger. For future
work, larger lexicon can also be build which will significantly improve the accuracy of the
tagger. Training data of 100,000 words was not sufficient to get a very high accuracy
from the tagger. For future work, training data up to 1000,000 words can also be built
and statistical technique can also be extended to bigram word probabilities.

12 Conclusion

Thesis was aimed at designing a syntactic tagset of Urdu and implementing a standard
statistical approach to compare its results with other languages. In the thesis, Hidden
Markov Model was implemented. Over the training corpus of 100,000 words, tagger
showed an accuracy of 97.2%. By applying a standard statistical technique and
achieving a relatively good accuracy are the answers to these questions. On the basis
of the results, it can be concluded that standard statistical approach can be used for
Urdu language. It was also observed that free orderness is not very frequent in writing.
Thus does not significantly affect the accuracy of the tagger. It was also observed that
tagger finds problems while disambiguating at phrase level. High accuracy can be
achieved by merging the problematic categories of the tagset or by adding some
heuristics which will help the tagger in disambiguating the tags.
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Appendix

Parts of Speech Proposed by Platts

Table 12: Analysis of Platts (Platts 1909)

Main Sub category Example
category
Noun Substantive noun All common and proper noun e.g. 83! «glual (e
Adjective b o e dlgal
Numeral adjective (53 ¢ 93 (LS 93 (55 am (59 ) sl eyl (S
BERES
Personal pronoun I laa o) yae cAad cdas ¢ 6
Demonstrative pronoun e O s ) sl el o5 e
Relative pronoun BT
Correlative pronoun KB <
Interrogative pronoun ‘S <0 sS (who, what, which)
Indefinite pronoun 05 (S (S s oS ( ATTIS
Reflexive pronoun Sl ey
Reciprocal pronoun I g3 Sl
Possessive pronoun Genitive case of personal pronoun e.g. o ¢/
LTS
Pronominal adjective O (e ¢amy (Ca ¢y 590
Verb Conjunctive participle Platts dd not propose any type of verb under its
subcategory. However, all the properties and
forms of verb are discussed as its features.
Particle Adverb S 58 OUS Une top 55 S e

Postposition

S il s « S

Conjunction

u,u\ngcﬂiJ}s&:\ls)ia‘/\SslT)sOLmb/\l}géiAcJ}\

o <

Interjection

uﬂls ca\}
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Parts of Speech Proposed by Siddiqi

Table 13: Analysis of Siddiqui (Siddiqui 1971)

Main Sub category Example
category
Noun With respect to structure --
With respect to nature --
Sound SRR e e s
Indefinite Lot clog) (Dd
Relative oS
Interrogative S LS a0l (i€ (S (s 5SS (LS
Numerals G caal ¢ ang 5l o) oSl
Adjective Personal Dlay ¢ gan & Ll
(s S ome nld e (e o b
Numeral s 53 ¢Sl
Pronoun Demonstrative 09 ém
Personal Gl el car ¢ e
Relative S o990 2 somoy 2 (S 2aal
Interrogative 0SS
Indefinite aaS (A
Reflexive <l <3532 (For emphasis)
Verb Intransitive al 2aalleS alud o b Lehu
Transitive QS S alil 5 daalsd
Predicative & e g s
Distinct o> LS Gl s b SOl SO0 (IS 6 ¢l e el
S 8T oS S 5 G b
Particle Construction S e S S o ST e S 0
Conjunction --
Uabadl uﬁcquScsgf\Ss}gS\6qF‘)36Hﬁ6sﬁs)§“ﬁv
/\gcléﬁ. ) ulA.u.u GLJS Jas ‘U.AS Gb\j

Table 14: Subcategories proposed by Siddiqui (Siddiqui 1971)

Main category | Sub category Example
Noun with Original Al ¢ ) sl (i)
respect to Verbal U g (LM cUigh (L)
structure Morphed P B L g A P L
Noun with Substantive OLnSly ¢ AelS B
respect to Adjective | Comparative | S« fin ¢ 5 i cagd ¢ i aS oS
nature Exaggeration | o <uls «uld cod s 15
Pronoun 59 ¢nd
Personal Courteous o5 o ¢
pronoun Possessive I oleai o)
Conjunction BEgWe Ajjcu)gs‘u);u};cdju»;cﬁ‘)g“};“._x;
particle Lt g ¢ S ¢ B coSl
<)t LS G o oSl Sa K onill (a8l cbla g e
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ok
RYR Y ‘}Slﬂ‘lﬁ‘,\s‘ﬁ\%‘ﬂ\}i‘/\i/\j
dass sl Gl deal o by el
i <
cle /\sc\)'?ls/\su;:hm\}w\cﬁzﬂw\

Parts of Speech Proposed by Javaid

Table 15: Analysis of Javaid (Javaid 1981)

Main Sub category Example
category
Noun Common 1S qali (L K
Proper QS Y
Collective S Sigx g
Abstract rda o Liald (g
Un-count sala ( Sb
Adjective Personal Dlay €&y gan & Ll
Numeral G cdal (ang 5l o) oSl
Quantitative 4aS 250 15 53 Sl
Emphatic 8 15« « AS(To show intensity)
Pronoun o9 ¢md
Verb Predicative & 2o s
Intransitive Al daalleS Al ¢ oLy et
Transitive 6 QS S alul s
Verbal Ul e clila i (LleS (Ula
~lla s Uiy ) e )3 553
b shza mlla s SRS S 8 Sl G ol
Adverb bl s 3 maday ¢ s 68 e Kol oy ol e
S usan S
Pronoun Demonstrative o9 ¢md
Personal Gl e (U
Relative S o990 s ymoy = (ph S 2aal
Interrogative OsS (LS
Courteous 55 el cad
Possessive 18 S Gl o jlgad o) e
Reflexive < <353 (For emphasis)
Common (s ¢ A sSAaS O ¢ K
AL Jidia ALl Al jlgaiog 5 S alS Ll S alSIS
Adverb CM:.IS ‘CM;I‘ CUs 6‘)&53\ S
Jl; écw\ﬁécésédic#‘&cwc:a‘ﬁ‘:l
St Sl S S g
QLQ Qlﬂ‘d&w\‘&)@.}“;@d‘@g)u‘&ylé$u%‘ﬁ
s 3L LS LS
23 o) 6a (Al Al
5 2 Ut g S
cle 3 nSU ¢ sl 5 el ¢ o
relad &) Olaw oo S (S ol g
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,\:1;.\.3..\ }‘ ‘LJ‘ ‘L‘
Sl R b (o <5 i
b bl UL > o b

Parts of Speech Proposed by Haq

Table 16: Analysis of HAQ

Main category | Sub category Example
Noun Proper sl ey
Common 208 (ali (L (s
Pronoun Personal S ol el ¢l e e
Relative L.—MSA}ECMO;‘C':U}?J;scnd‘):\Ao}c\w\T}ém\
Interrogative OsS (LS
Indefinite aaS (A
Demonstrative 59 ¢rd
Adjective Personal S ¢ a8 ¢ lan €y g sa Ll
Numeral 08 ¢S e ) K o (D edaS (pany b o g o Sl
Quantitative Rl Ja
L_f‘-‘-"“ (S e 6/\-]\3)4 s@h ‘L_;uuu
Pronoun WS oS e o
Verb Predicative Lo (AleSa (i (Lig
Intransitive (B
Transitive 6 QUS Salul 5 aaal
o share s SLE3s Sl yd o clgd
Adverb LS el ca e 0 ¢ 0 endlines S0 10 e Sla) oz oS el
by O b e e S S e Si g e S I
ok
ok das s
LYY 5 4_’]\ (Al A3 col g o) g ‘\:nb/._su:\f
PN LS S 5 el 80l SanSly clile G e
Ui ) o Sl e
L Al e
cile \}fl ‘533 BN SRS
~by s
apadl R R
~elad Al lasa oo K1k (S el

Parts of Speech Proposed by Schmidt

Table 17: Analysis of Schmidt (Schmidt1999)

Main Sub category Example
category
Noun S 5S el S
Pronoun Demonstrative 05 ¢ = S5 Sl e 1568 O e o WS LIS o) 58 0 558 S
=&
Personal o) e i Bla Ula by S le me ol Gilgessiooe
& O ot SE (A S (e
Reflexive 25 35 (Uae ol 2sA (Ll

Interrogative

oS (oS oS S
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Indefinite (oS SsSaal L 5 <
Relative 458 A AaS (aaS 4aS (I8 0 (S (S OsS e
Adjective - Ve b b g baS bl ¢l g9 Dina ¢l g3 sl ccmmaln dlgal
Adverb Time Gy un o g S S e el JIS) IS g
Place 3% e b Qail il Gl o8 Gl aal (g
Manner usS g b ol (sl 5 S
Degree ey 3« Sacymd
Modal 8y ¢ g ¢ g pa e Ald (e end o
Postposition Grammatical sl 5 ¢ 5 ¢S (S IS S Loy S
Spatial-temporal i e S ¢
Compound i S Sl S wans S
Verb Root e 2 S dla
Imperfective participle il (il
Perfective participle (BRI
Infinitive L ol o S lils
Particle Contrastive emphatic 53 05585 s & a5,
Exclusive emphatic &
Inclusive emphatic ot
Adjectival s o <l
Interjection Vocative o) e
Free JZ‘J‘ ‘Cﬂ.‘\ ol g
Conjunction Coordinating e S oSl ¢ 8y )
Correlative Ut & ) & sl i b b (2 8)
Causal S 53 oS
Concessive AV (K
Subordinating KPR
Number Cardinal 48Y o jiu oSyl
Ordinal 2 smeS) )y 53 Sl
Fraction e cnad (K g ¢l o (B ¢ Sl s O
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Urdu Tagset Proposed by Hardie

Tag Example Description
AL d‘ Arabic definite article
AU él_g [nterjection
i

CC Js_o Coordinating conjunction

CCC L_I. Correlative coordinating conjunction

CS ,‘S Subordinating conjunction

FF Foreign word

FX Non-Perso-Arabic string

FO Formula (e.g. mathematical)

FZ Letter of the alphabel

FS Other symbol

FA Acronym

FB Abbreviation

FU Other unclassifiable non-Urdu element

IB :J‘ Preposition

[l Bl Unmarked postposition

lHC w2 (2~ | Clitic postposition &, &~, he~

IM1N B Marked masculine singular nominative
postposition ka

IM10 é’ Marked masculine singular obligue
postposition ké

IM2N é Marked masculine plural nominative
postposition ké

IM20 ; Marked masculine plural oblique
postposition k&

HF1N S Marked feminine singular nominative
postposition k7

IIE10 S Marked feminine singular oblique
postposition k7

IIE2N S Marked feminine plural nominative
postposition kI
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Marked feminine plural oblique

IIF20 t; postposition k7
v ; Verbal postposition ké
=, Marked masculine singular nominative
JIMIN o adjective
L Marked masculine singular oblique
3 Z
JIM10 e adjective
L Marked masculine plural nominative
=
JIMZN e adjective
L Marked masculine plural oblique
3
JIM20 e adjective
L Marked feminine singular nominative
J =
JJFIN N adjective
L Marked feminine singular oblique
J o
JJF10 R adjective
L Marked feminine plural nominative
S
JJF2N GJ= adjective
L
JJF20 (552 Marked feminine plural oblique adjective
JJu ¢S1_|.J.|=~.A Unmarked adjective
JD '.__,JS i bJLL} Indefinite determiner
JDNU bJLﬁ‘ ‘ LS.I' Cardinal number
JDNUO Ll.ﬁ""'ﬂ"" Oblique cardinal number
l.‘“s) Pre-multiplicative clitic cardinal number
JDNUC ( L du—, ti—, cai—
Masculine singular nominative ordinal
JDNM1N |J.1_u3 number
Masculine singular oblique ordinal
JDNM10 = number
Masculine plural nominative ordinal
JDNMZN = number
JDNMZ2O s Masculine plural oblique ordinal number
1 Feminine singular nominative ordinal
JDNFIN <] number
4 Feminine singular oblique ordinal
JDNF10 & number
e Feminine plural nominative ordinal
JDNF2N & number
JDNF20O (_5";-!—“3 Feminine plural oblique ordinal number
JDFU ‘H Unmarked fraction
JDFM1N L&ﬁ Masculine singular nominative fraction
JDFM10O ;‘-ﬁ Masculine singular oblique fraction
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JDFM2N =5 Masculine plural nominative fraction
JDFM20 :‘H Masculine plural oblique fraction
JDFF1N o5 Feminine singular nominative fraction
JDFF10 LT Feminine singular obligue fraction
JDFF2N o5 Feminine plural nominative fraction
JDFF20 LT Feminine plural oblique fraction
. Masculine singular nominative proximal
JDYM1N L"u_-'-l ‘ L‘J! dcm:n.\'l]‘:l:\-'ctudiculiL\-'c {r'r.-'sr?,:'xl'sc;]
JDYM10 o )| emonsraie adjecive (i aist)
JDYM2N 2l ¢ 23| emonsiratve adiectve (e aist)
JDYM20 e ¢ 2| emonsiatve adiectve (e aise)
s Feminine singular inative proximal
JDYFIN 2 B | Gemonsrative adieetiv int aisy
JDYF10 e | Gemonsrative adietive (in st
IDYFON || pmal i) | s i
JDYF20 e B | domonsraive adicctive (in aish
B Masculine singular nominative distal
JDVMIN 1—‘-'-‘-.!3 0 L‘:‘L dcm:n.\;lr;l:\-'ctudiculiL\-'c {rrrnﬁ,h\rm'sﬁl
JOVM10 cotsg o i3 | demonstraive adjective (uing, vais?)
Masculine plural inative distal
JOVM2N cetsg ¢ | domonsruive ajective e vaiss
Masculine plural obligue distal
JDVM20 8- :‘:"IJl Lh:rl]::Tl:ll:';l]i)\-’t:]:l]ditutliigk{ri‘rlf:g Vaise)
Feminine singular inative distal
JDVFIN (ot 9« 3 | demonsirative adjcetive (urnt vais)
+ | Feminine singular oblique distal
JDVF10 Wt L @3‘ d:rl]]]]:::]l.i]lzjaaiI\El:'u;ilctL]\{EL::r;ilft‘l1?:Jr's?]
+ | Feminine plural nominative distal
JOVF2N (o9 ¢ 553 | demonsirative adiective (urn, vais?
+ | Feminine plural oblique distal
JDVF20 o L kf‘Jl dt:::jl:]llll;»]]:nl'i 'IL;]::[LJ\U: :r:fli;, vaisi)
o Masculine singular inative
JDKM1N Lu'"-‘rs ! L':‘S inl::‘;‘:]at_:::lk} \\:J]:_:_;-L:,]lll:tn: f:]r::g j(:n'sm
JDKM10 -‘S ‘ :\35 P:L[|r::ith;kj,l;,]i—,ui:uil—:]]uﬂk interrogative
JDKM2N &S ‘ :.3.5 Masculine plural nominative

interrogative adjective (kitne, kaise)




Masculine plural oblique interrogative

=.|.LI.|5 ( :i:\S L ooy .
JDKM20 ~ adjective (kitne, kaise)
S 1 S’ Feminine singular nominative
i . L - _—
JDKFIN - interrogative adjective (kitni, kaisi)
- Feminine singular oblique interrogative
oS, 1.5 min ngular ob g
JDKF10 ~ adjective (kitni, kaisi)
" eminine plural nominative interrogative
JDKF2N LS , LY hlmmlml., I 1Iu1 1] nomin itive interrogative
| & adjective (kitni, kaisi)
- Feminine plural oblique interrogative
L 1 & min urat obhlg £
JDKF20 “ adjective (kitni, kaisi)
. Masculine singular nominative relative
JDJM1TN Lewa  lina adiective (fitna. iqisa
o - adjective (jitnd, jaisa)
. Masculine singular oblique relative
Al :I:IA . . e, =4 . =
JDIM10 = * | adjective (jitng, jaise)
. Masculine plural nominative relative
VTP Sy N L L
JDJMZN = * | adjective (jitng, jaisé)
LA Masculine plural oblique relative
:‘L-LIA f . . . — . . —
JDJM20 = * | adjective (jitne, jaisé)
i1~ | Feminine singular nominative relative
|' L
JDJFIN i | adjective (jitni, jaisi)
: Feminine singular oblique relative
PETEEPR - £
JDJF10 - " | adjective (jitni, jaisi)
s Feminine plural nominative relative
L rl.m i r\h
JDJF2N o " | adjective (jirni, jaisi)
: Feminine plural oblique relative adjective
PRI PR B¢ .
JDJF20 = | (irnd, jaisi)
P Masculine singular nominative
JXGMIN LS multiplicative marker gunda
N Masculine singular oblique multiplicative
JXGM10 =S
marker guné
/S Masculine plural nominative
JXGMZN multiplicative marker guneé
E Masculine plural oblique multiplicative
JXGM20 Y aenmen ! !
marker guné
."5' Feminine singular nominative
JXGFIN multiplicative marker guni
o Feminine singular oblique multiplicative
JXGF10 L) e ounf
marker guni
."5‘ Feminine plural nominative
JXGF2ZN multiplicative marker guni
.‘“S Feminine plural oblique multiplicative
JXGF20 marker guni
Masculine singular nominative adjectival
JXSM1N Ly aticle sa |
particle sa
Masculine singular oblique adjectival
JXSM10 T tasculine sing -
particle sé
Masculine plural nominative adjectival
JXSM2N —a -

particle sé
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Masculine plural oblique adjectival

JXSM20 particle sé
JXSF1N Feminine singular nominative adjectival

particle s7

Feminine singular oblique adjectival
JXSF10 particle s7

Feminine plural nominative adjectival
JXSF2N particle si

Feminine plural oblique adjectival
JXSF20 particle s7

Masculine singular nominative adjectival
JXVMIN / occupational particle vala

Masculine singular oblique adjectival /
JXVM10 occupational particle vale

Masculine plural nominative adjectival /
JXVMZN occupational particle vale
IJXVM20 Masculine plural oblique adjectival /

occupational particle vale

Feminine singular nominative adjectival /
JXVFIN occupational particle valt

Feminine singular oblique adjectival /
JXVF10 occupational particle valr

Feminine plural nominative adjectival /
JXVF2N occupational particle valr

Feminine plural oblique adjectival /
JXVF20 occupational particle valt
LL Nongrammatical lexical element

Common marked masculine singular
NNMM1N nominative noun

Common marked masculine singular
NNMM10 oblique noun

Common marked masculine singular
NNMM1V vocative noun

Common marked masculine plural
NNMMZN nominative noun

Common marked masculine plural
NNMM20 oblique noun

Common marked masculine plural
NNMM2V vocative noun

Common marked feminine singular
NNMF1IN nominative noun

Common marked feminine singular
NNMF10 oblique noun

Common marked feminine singular
NNMF1V vocative noun

Common marked feminine plural
NNMF2N nominative noun
NNMF20 Common marked feminine plural oblique




noun

NNMF2V ‘9-'.,33' Common marked feminine plural
% vocative noun
NNUM1N sl Common unmarked masculine singular
o nominative noun
NNUM10O (A Common unmarked masculine singular
o oblique noun
NNUM1V sl Common unmarked masculine singular
'C bt vocative noun
NNUM2N A Common unmarked masculine plural
i nominative noun
NNUM20 (A Common unmarked masculine plural
SR oblique noun
. Common unmarked masculine plural
NNUMz2V »99-'1'1'&" vocative noun
= Common unmarked feminine singular
NNUF1N Pl nominative noun
O Common unmarked feminine singular
NNUF10 P oblique noun
e Common unmarked feminine singular
NNUF1V v vocative noun
o Common unmarked feminine plural
NNUF2N = o nominative noun
g HE Common unmarked feminine plural
NNUF20 P oblique noun
E A Common unmarked feminine plural
NNUF2V L vocative noun
Proper marked masculine singular
NPMM1N nominative noun
Proper marked masculine singular
NPMM10 oblique noun
Proper marked masculine singular
NPMM1V vocative noun
Proper marked masculine plural
NPMM2N nominative noun
Proper marked masculine plural oblique
NPMM20 noun
Proper marked masculine plural vocative
NPMM2V noun
Proper marked feminine singular
NPMFTN nominative noun
Proper marked feminine singular oblique
NPMF10 noun
Proper marked feminine singular vocative
NPMF1V noun
Proper marked feminine plural
NPMF2N nominative noun
NPMF20 Proper marked feminine plural oblique

noun

51



Proper marked feminine plural vocative

NPMF2V noun
Proper unmarked masculine singular
NPUMTN nominative noun
Proper unmarked masculine singular
NPUM10O oblique noun
Proper unmarked masculine singular
NPUM1V vocative noun
Proper unmarked masculine plural
NPUMZ2N nominative noun
Proper unmarked masculine plural
NPUM20O oblique noun
NPUM2V Proper unmarked masculine plural
vocative noun
Proper unmarked feminine singular
NPUF1TN nominative noun
Proper unmarked feminine singular
NPUF10 oblique noun
NPUF1V Proper unmarked feminine singular
vocative noun
Proper unmarked feminine plural
NPUF2N nominative noun
Proper unmarked feminine plural oblique
NPUF20 noun
Proper unmarked feminine plural
NPUF2V vocative noun
o0 3 Persian compound-forming conjunction o
PPM1N Lo First person slingulur nominative personal
pronoun {mai~)
PPM10 A A First person singular oblique personal
) pronoun (miujh)
PPM2N f'_‘, First person plural nominative personal
pronoun (ham)
PPM20 H First person plural oblique personal
pronoun (fiam)
PPTIN I~ Second person singular nominative
personal pronoun (#if)
Second person singular oblique personal
PPT10 A pronoun (fujh)
P Second person plural nominative personal
PPT2N pronoun (fum)
P Second person plural oblique personal
PPT20 pronoun {fum)
PGM1M1IN |__,,.1.-a Firsllpf:rl.\'nru? .\'in.:._ﬂtlll;lllrrJfllusuI;L\ll.iJln__:\r;in_g_ulflr
= nominative possessive adjective (meéra)
58 First person singular masculine singular
PGM1M10 " oblique possessive adjective (mére)
PGM1M2N = e First person singular masculine plural




nominative possessive adjective (mere)

First person singular masculine plural

PGMTM20 el oblique possessive adjective (méré)
(530 First person singular feminine singular
PGM1F1N - nominative possessive adjective (méri)
First person singular feminine singular
PGM1F10 5r° oblique possessive adjective (meéri)
First person singular feminine plural
PGM1F2N 50 nominative possessive adjective (méri)
g First person singular feminine plural
PGM1F20 5 oblique possessive adjective (meri)
First person plural masculine singular
PGMZM1N |J|.o_‘| nominative possessive adjective
(hamara)
Loy First person singular masculine singular
PGM2M10 === oblique possessive adjective (hamare)
Loy First person singular masculine plural
PGM2M2N == nominative possessive adjective (haméaré)
PGM2M20 :_,la_b Fi]'s?l |1cr.~;o|.|.si.n.gL_llur rlmlslu_]lim: ]‘-111_1'11_]
i oblique possessive adjective (hamare)
PGM2F1N Lo First person singular feminine singular
(5= nominative possessive adjective (hamdri)
PGM2F10 Lo First person singular feminine singular
C oblique possessive adjective (hamari)
[ First person singular feminine plural
PGM2F2N (5= nominative possessive adjective (hamdri)
PGM2F20 Loy First person singular feminine plural
(5= oblique possessive adjective (hamari)
Second person singular masculine
PGT1M1N ‘J.Q singular nominative possessive adjective
(tera)
Second person singular masculine
PGT1M10 e singular oblique possessive adjective
(réré)
PGT1M2N Kk Second person singular masculine plural
- nominative possessive adjective (térée)
PGT1M20 i) Second person singular masculine plural
- obligue possessive adjective (rére)
PGT1F1N (5)"3 Second person singular feminine singular
- nominative possessive adjective (réri)
PGT1F10 (.‘5-’"'3 Second person singular feminine singular
- oblique possessive adjective (réri)
a3 Second person singular feminine plural
PGT1F2N S nominative possessive adjective (réri)
g Second person singular feminine plural
PGT1F20 R oblique possessive adjective (rérf)
Second person plural masculine singular
PGTZ2M1N 1_;.1-,.&3 nominative possessive adjective

(tumhara)
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Second person singular masculine

PGT2M10 :_;‘1.03 singular oblique possessive adjective
' (tumhare)
Second person singular masculine plural
PGT2M2Z2N :_;LIAJ nominative possessive adjective
' (tumhare)
LIAJ Second person singular masculine plural
PGT2M20 = oblique possessive adjective (fumhare)
Second person singular feminine singular
PGT2F1N (5_)'-[,03 nominative possessive adjective
' (tumhari)
Ll"‘ﬁ Second person singular feminine singular
PGT2F10 52 \ oblique possessive adjective (fumhari)
Second person singular feminine plural
PGTZ2F2N (5_)'7&3 nominative possessive adjective
' (tumhari)
PGT2F20 Lf.aJ Second person singular feminine plural
52 \ oblique possessive adjective (fumhdri)
PY1N A Singular |mlmimlli\-'c proximal
demonstrative pronoun (vah)
PY10 LJ‘”' Singular oblique proximal demonstrative
- pronoun (is)
PY2N P Plural nominative proximal
= demonstrative pronoun (vah)
PY20 3| Plural oblique proximal demonstrative
U pronoun (in)
3 Plural oblique proximal demonstrative
PYZE w’ pronoun before né (inho~)
PV1IN 5.9 Singular nominative distal demonstrative
pronoun (vah)
PV10 * Singular oblique distal demonstrative
L)UI pronoun (us)
PV2N 5.9 Plural nominative distal demonstrative
pronoun (vah)
" Plural oblique distal demonstrative
PV20 u‘ pronoun (um)
_‘ Plural oblique distal demonstrative
PVZE Uk.?'[f"l pronoun before né (unha~)
PK1N t.L'}S rLS Singular nominative interrogative
= pronoun (kva, kaun)
u.ns Singular oblique interrogative pronoun
PK10 (kis)
PK2N U@S .r1.|5 Plural nominative interrogative pronoun
- (kya, kaun)
PK20 US Plural oblique interrogative pronoun (kin)
PK2E UJ)T‘S Plural oblique interrogative pronoun
\

before ne (kinha~)




PJ1N = Singular nominative relative pronoun {jo)
PJ10 (S Singular oblique relative pronoun (jis)
PJ2Z2N S Plural nominative relative pronoun (jo)
PJ20 = Plural oblique relative pronoun (jin)
g 1~ Plural oblique relative pronoun before né
PJ2E ] (jinho~)
PRF uﬂil J g Reflexive pronoun (dp, xud)
PRC u.u__ﬂ Reciprocal pronoun (apas)
PGRM1N (| Masculine singular nominative reflexive
i possessive adjective (apnd)
) Masculine singular oblique reflexive
PGRM10 = possessive adjective (apné)
L) Masculine plural nominative reflexive
PGRM2N == possessive adjective (apné)
| Masculine plural oblique reflexive
PGRM20 = possessive adjective (apné)
) Feminine singular nominative reflexive
PGRFIN s possessive adjective (apni)
) Feminine singular oblique reflexive
PGRF10 e possessive adjective (apni)
L Feminine plural nominative reflexive
PGRF2N 5= possessive adjective {apni)
) Feminine plural oblique reflexive
PGRF20 i possessive adjective (apni)
% eS An g Nominative indefinite pronoun (ko7 kuch,
PNN 5 ;7 sab)
PNO S Oblique indefinite pronoun (kist. kuch,
sabho~)
PA ,_",| Honorific pronoun (ap)
QQ L_ES Question marker kyéa
RR Adiles General adverb
- . . . .
RRJ i.)'.',—“—" General adverb derived from adjective
RD b..'ﬁ1—.§_'; Degree adverh
RM S Modal adverb
RMN w0 (A ( piad | Negative modal adverb (nahi~, nah, mat)
RY | Proximal demonstrative adverb (ab,
< vahé~, idhar, yii~)
RYXHC U Fused proximal demonstrative adverb and

exclusive emphatic particle: yaha~ + hi =
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yahi~

RYJ 1 Proximal demonstrative adverb derived
S from adjective (aise)
=, E Distal demonstrative adverb (tab, vahéa-~,
U3 udhar, rvii~)
Fused distal demonstrative adverb and
RVXHC =29 exclusive emphatic particle: vaha~ + hi =
vahi~
Distal demonstrative adverb derived from
= L .
RVJ 4 adjective (vaisé)
RK S Interrogative adverb (kab, kaha~, kidhar,
=~ kyo~)
< Fused interrogative adverb and exclusive
RKXHC oy emphatic particle: kaha~ + hi = kahi~
Interrogative adverb derived from
RKJ T
- adjective (kaisé)
RJ dan Relative adverb (jab, jaha~. jidhar, jii~)
TN Fused relative adverb and exclusive
RJIXHC L emphatic particle: jaha~ + hi = jahi~
Relative adverb derived from adjective
RJJ s o :
{jaise)
TT (W o = Sentence tag-word
VWO - Root form lexical verb
. Infinitive lexical verb, masculine singular
VVNMIN L‘"“"" nominative
22 Infinitive lexical verb, masculine singular
VVNM10 S — =
oblique
:: Infinitive lexical verb, masculine plural
VVNM2 = o
nominative
L Infinitive lexical verb, feminine singular
VVNF1 nominative
~Fo Infinitive lexical verb, feminine plural
VVNF2 nominative
‘ Masculine singular (nominative)
VVIMIN imperfective participle lexical verb
« YOI Masculine singular oblique imperfective
VVIM10 participle lexical verb
PP Masculine plural (nominative)
VVTMZN imperfective participle lexical verb
S L] Masculine plural oblique imperfective
VWITMZO participle lexical verb
iy Feminine singular (nominative)
VVTFIN imperfective participle lexical verb
2 00| Feminine singular oblique imperfective
VWTF10 participle lexical verb
3 Feminine plural (nominative)
VVTF2N s |

imperfective participle lexical verb




Feminine plural oblique imperfective

VVTF20 5 participle lexical verb
VVYMAN 1 Masculine singular (nominative)
perfective participle lexical verb
VVYM10 ¥ Masculine singular oblique perfective
o participle lexical verb
VVYM2N . Masculine plural (nominative) perfective
= participle lexical verb
VVYM20 . Masculine plural oblique perfective
= participle lexical verb
VVYF1N : Feminine singular (nominative)
s perfective participle lexical verb
VVYFE10 : Feminine singular oblique perfective
s participle lexical verb
VVYF2N HPET . Feminine plural (nominative) perfective
7 - participle lexical verb
VVYF20 : Feminine plural oblique perfective
= participle lexical verb
VVSMA1 . First person singular subjunctive lexical
o verb
VVSM?2 A First person plural subjunctive lexical
N verb
VVSTA T Second person singular subjunctive
lexical verb
VVST?2 . Second person plural subjunctive lexical
3 verb
VVSV1 : Third person singular subjunctive lexical
= verb
VVSV?2 S Third person plural subjunctive lexical
N verb
VVIT . Second person singular imperative lexical
U verb
VVIT2 . Second person singular imperative lexical
3 verb
VVIA .. Second person honorific imperative
- lexical verb
L . -
VX0 BE Root form general auxiliary verb
VXNM1N 1%, Infinitive general auxiliary verb,
= masculine singular nominative
VXNM10 1k Infinitive general auxiliary verb,
=% masculine singular obligue
VXNM2 1k Infinitive general auxiliary verb,
=03 masculine plural nominative
VXNF1 i Infinitive general auxiliary verb, feminine
o singular nominative
VXNE?2 ‘:}-‘ Infinitive general auxiliary verb, feminine

plural nominative
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Masculine singular (nominative)

VXTM1TN 13_:.:! imperfective participle general auxiliary
verb
VXTM10 3 k Masculine singular oblique imperfective
23 participle general auxiliary verb
Masculine plural (nominative)
L
VXTMZN = imperfective participle general auxiliary
verb
VXTM20 5 L Masculine plural oblique imperfective
o participle general auxiliary verb
Feminine singular (nominative)
. £
VXTFIN o3 imperfective participle general auxiliary
verb
VXTE10 Ly Feminine singular oblique imperfective
EJ"—' participle general auxiliary verb
Feminine plural (nominative)
L
VXTFZN 1_)-},3_,5-.’. uj_,h imperfective participle general auxiliary
verb
VXTE20 g_é Ly Feminine plural oblique imperfective
= participle general auxiliary verb
Masculine singular (nominative)
. £
VXYMIN IJTI._ perfective participle general auxiliary
verb
VXYM10 L Masculine singular oblique perfective
=3 participle general auxiliary verb
VXYM2N Ly Masculine plural (nominative) perfective
=03 participle general auxiliary verb
VXYM20 L Masculine plural oblique perfective
= participle general auxiliary verb
Feminine singular (nominative)
N £
VXYF1N (542 perfective participle general auxiliary
verb
VXYF10 L Feminine singular oblique perfective
(507 participle general auxiliary verb
L L Feminine plural (nominative) perfective
VXYF2N 22 (802
¥ . i participle general auxiliary verb
VXYF20 L, Feminine plural oblique perfective
(502 participle general auxiliary verb
VXSMA ., First person singular subjunctive general
LI auxiliary verb
VXSM?2 ., First person plural subjunctive general
s auxiliary verb
VXSTA Ly Second person singular subjunctive
=3 general auxiliary verb
VXST?2 L, Second person plural subjunctive general
D= auxiliary verb
VXSV L, Third person singular subjunctive general

auxiliary verb




L Third person plural subjunctive general
VXSVZ s auxiliary verb . ]
L Second person singular imperative
VXITT o2 eeneral auxiliary \-'Lcrh
L Second person singular imperative
J . =
VXIT2 o2 ceneral auxiliary verb
.b Second person honorific imperative
- -
VXIA e ceneral auxiliary verb
P . . - ay = _
VGMA 15 Masculine singular future auxiliary ga
j . - T _
VGM2 é Masculine plural future auxiliary ge
/ - . . . - aqn —_
VGF1 é Feminine singular future auxiliary gi
/ o] . . ~ g -
VGF2 é Feminine plural future auxiliary gi
Masculine singular durative auxiliary
VRM1 E‘) raha ) ]
VEMZ =) Masculine plural durative auxiliary rahe
VRF1 D Feminine singular durative auxiliary rahi
VEF?Z U,—;'J Feminine plural durative auxiliary rahi
3 Singular cahig-type auxiliary
S £ Yi y
VC2 Lrﬂ:i_‘l‘éu. Plural cahig-type auxiliary
VVHO o5 Root form ho
- Infinitive héna, masculine singular
VHNM1N LU"" nominative )
. Infinitive hone, masculine singular
VHNM10 =57 oblique )
; Infinitive idné, masculine plural
VHNM2 = nominative
o Infinitive iéoni, feminine singular
VHNF1 Tl o nominative )
5 Infinitive hont, feminine plural
VHNF2 Tk nominative |
b Masculine singular (nominative)
VHTMTN S imperfective participle hota
Masculine singular oblique imperfective
VHTM10 =9 participle hatée
Masculine plural (nominative)
VHTMZN =57 in]pc]‘lbuli\-}c participle horé
Masculine plural oblique imperfective
VHTM20 =52 participle haré
. Feminine sineular (nominative)
VHTFIN e imperfective participle hori
VHTF10 g_a—.'ﬁ'n' Feminine singular oblique imperfective
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participle hoti

TN | oS G [
. Feminine plural oblique imperfective
VHTF20 L“'_‘\H participle 1“:61‘? | !
Masculine singular (nominative)
VHYM1IN 15'? ]m‘l‘:uliv; |‘rm‘lhiui|1]c-.in?c? )
VHYM10 I‘__.‘&_“ ]I:.l;-lfitli]l{,l]llcf:‘;ggulm‘ oblique perfective
. Masculine plural (nominative) perfective
VHYMZ2N =4 ]m]‘“zip]:ﬂ]ﬁé (¢ e) perlective
. Masculine plural oblique perfective
VHYM20 = participle h]ﬁé "
VHYFIN R
Feminine singular oblique perfective
VHYF10 Uj&"‘ ]"-;;J'liu;ip];m?f e perEEnE
VIYEEN | ot st | e e e
VHYF20 U_.ﬁ_“ ]I:L;]Tﬂ:i}t }:1}[}11] oblique perfective
VVHS M1 R . First person singular subjunctive hi~
VHSMZ2 B 5 First person plural subjunctive ho~
VVHST1 4 Second person singular subjunctive ho
VHST?Z2 5 Second person plural subjunctive 1o
VVHSV1 4 Third person singular subjunctive ho
VHSVZ ubs Third person plural subjunctive ho~
VVHIT 4 Second person singular imperative ho
VHITZ2 5 Second person plural imperative ho
VVHIA Second person honorific imperative
First person singular indicative present
VHHM1 o P = !
VHHM2 = First person plural indicative present hai~
Second person singular indicative present
VHHT1 = ol ; '
Second person plural indicative present
VHHT2 & o Peron] |
VHHVA J E:;nl person singular indicative present
VHHV2 e Third person plural indicative present

hai~




VHPM (an Masculine singular indicative past tha
VHPMZ2 Al Masculine plural indicative past the
VVHPF1 L_;M Feminine singular indicative past thi
VHPEF?Z ,_)-_{-M Feminine plural indicative past thi~
XT ﬁj Contrastive emphalic particle 16
XH w Exclusive emphatic particle ht
XHC U2 (S E;_lmiliu exclusive emphatic particle 7, 7~,
Ll - izafal

- Full stop (U+06D4)
. ‘ Comma (U+060C)
? ¢ Question mark (U+061F)
! ! Exclamation mark (U+0021)

Colon (U+003A)

Semi-colon (U+0618)

Neutral quotation mark (U+0022)

Open parenthesis (U+0028)

Close parenthesis (U+0029)

Open square bracket (U+005B)

—_— || e |~

Close square bracket (U+005D)

1

e o B e B e Bt

Other punctuation
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Arabic Tagset

Description of word category

Transcription

Translation

NCSgMNI
NCSgMAI
NCSgMGI
NCSgMND
NCSgMAD
NC$gMGD
NCSgFNI
NCSgFAI
NCSgFGI
NCSgFND
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Singular, masculine, nommnative,
mndefinite commen noun

Singular, masculine, accusative, indefinite
COMUION noun

Singular, masculine, genitive, indefinite
COMUIION 00U

Singular, masculine, nominative, definite
COMUICT 10U

Singular, masculine, accusative, definite
COMUION noun

Singular, masculine, genitive, definite
COMUIION 00U

Singular, feminine, nominative, indefinite
COMUICT 10U

Singular, fenunine, accusative, indefimte
COMUION noun

Singular, feminine, genitive, indefinite
COMUIION 00U

Singular, feminine, nominative, definite
COMUICT 10U

ey

L

Ll

il

kitabun
kitaban
kitabin
alkitabu
alkitaba
alkitabi
madrasatun
madrasatan
madrasatin

almadrasatu

book

book

book

the book

the book

the book

school

school

school

the school



Singular, feminine. accusative, definite

e ] j I
NCSgFAD | - oo noun i el almadrasata the school
e Singular, feminine. genitive, definite s . .
NCSgFGD | o oun el aladrasati the school
NCDuMNI Dual, maseuline, nominative, indefinite e kitaban two books
- commen noun i :
Dual, maseuline, accusative, indefinite e . . . ]
NCDuMAIL | o noun e kitabain two books
.7 | Dual. masculine, genitive, indefinite ™ : . ) i
NCDuMGI | o aoun CE kitabain two books
NCDuMND Dual, masculine, nonunative, definite L€l alkitaban the two books
COMMTON Noun
\ Dual, masculine, accusative, definite 14l . . ) N
NCDuMAD commmon noua Cpdil alkitabain the two books
. Dual, maseuline, genitive, definite -3+l . . _ 3
NCDuMGD | - noun ol alkitabain the two books
NCDuFNI Dual, feminine, pominative, indefinite (s yre madrasatan two books
CONUNON Nou
. Dual, feminine, accusative, indefinite . ) . . .
NCDuFAL | o noun sy madrasatain twao schools
. . Dual, feminine, genitive, indefinite e ) . o .
NCDuFGI cominon noua e je madrasatain two schools
Dual. femunine, nominative, definite the two
: \ s 4o f I
NCDuFND | o noun el almadrasatan schools
Dual, feminine. accusative, definite B , . the two
NCDuFAD cominon noua e gall almadrasatain schools
NCDuFGD Dual, feminine, genitive, definite commen i el almadrasatain the two
noun schools
- EEEEE. H E EH E E EEEESESSESESESSSEESESESEESEESEESEESEESEESEESESESEENESEEESE RN EN
Plural. masculine, nominative, indefinite N ' muslimoon — Muslims —
8 palass - L6
NCPIMNI COMMNT DOUD - ) frutubun books
Plural, masculine, accusative, indefinite ' muslimeen — Muslims —
3 . el - 1€
NCPIMAI COMINON DU = kutuban books
Plural, masculine, genitive, indefinite . " muslimeen — Muslims —
NCPIMGI COMUNCH NouN L Frutubin books
Plural, masculine, nonunative, definite ! et almuslimoon —  |the Muslims —
: o seliadl _ L€l
NCPIMND COMUNON NouN dpthesl - alluiubu the books
Plural. masculine, accusative, definite il s <1 aluslimeen — the Muslims —
NCPIMAD COMUNCH NouN = B alkuiuba the books
: i it i - almuslimeen — ims —
NCPIMGD Plural, masculine, gemitive, definite csaliedd - sl ! : the Muslims
COMUNON NouN alkutubi the books
. ; inative, i i , madarisun — -
NCPIENI Plural, feminine, nominative, indefinite TN A schac_ls
COMINGH Noun bl muslimaatun Muslims
NCPIFAI Plural. feminine, accusative, indefinite L das " }.':a(?'(f'?’fsan - sihae_ls -
COMUNCH NouD = e muslimaatan Muslims
. . Plural, feminine, genitive, indefinite, . madarisin — schools —
NCPIFGI COMINGN Noun S muslimaatin Muslims
. Plural, feminine. nominative, definite . . almadarisu — the schools —
NCPIFND COMUNAT DO i almusiimaatu the Muslims
s Plural, feminine, accusative. defintte ) ) almadarisa — the schools —
NCPIFAD commen noun i almuslimaata the Muslims
. . Plural, feminine, genitive, definite . almadarisi — the schools —
NCPIFGD | ¢ mmon noun i almuslimaari the Muslims
. . 2 —_— Jeddah —
NP Proper noun a2a gl Jiddah — Shyryn Shereen
- First person, singular, neuter, personal o . ana- kitaabee — |Me — my book
NPrPsel pronoun Hioghs - S darahanee — he hit me
Second person, singular, masculine, . . You — your
NPrPsg2M personal pronoua gl anta — kitaabuka book
NPrPSg2F Second person, singular, feminine, i anti — kitaabuki You - your
personal pronoun book
Third person. singular, masculine, . . ) His book —
2 =] 155 - — !
NPrPSgiM personal pronoua - kitaabahu — huwa him
NPrPSg?,P Third person, singular, feminine, personal (PR kitaabuhaa — fn}-a Her book —
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pronoun her
Second person, dual, neuter, personal ) . arnfumaa — You two —
NPrPDu2 pronoun i kitaabakumaa your book
a Third person. dual. neuter. personal o humaa — Thoze two —
NPrPDu3 pronoun -l kitaabahumaa their bool
NPrPP11 ngr pesson, plusal. aeuter, personal CRIT Fafinu — kitaabunaa| Us — our book
pronoun
- . Second person, plural, masculine, personal arfum — You— your
NPPPLIM pronoun =g kitaabakum boak
Second person, plural, fenunine. personal i ) antunnag — You—vyour
NPrPP12F G gl . :
pronoun SR kitaabakunna book
- Third person, plural. masculine, personal . ; Them — their
NPrPPI3M pronoun b ag hum — fataabahum ook
Third person, plural, feminine, personal 1 Kitaabahunna — | Their book —
NPPPI3F pronoun SR hunna them
NPRSSeM S@gulﬂr_. masculine, specific, relative 5 " allathi Who
= pronoun
- Singular, feminines, specific, relative " — -
NPrRSSgF pronoun > allati Who
alladhaani —
NPrRSDuM | Dual, masculine, specific, relative pronoun cpalli_ ol . Who
alladhaini
NPrRSDuF | Dual, feminine, specific, relative pronoun Jlli— ol alla fam_n __ Who
allataini
- Plural, masculine, specific, relative eyl il —_— n .
NPrRSPIM pronoun S -l allaiy — alladheena Who
(NPrRSPIf | Plusal, femtmine, specific,relative prosoun| o= o2 | allaaiy ~allatee | e ]
NP{RC Commen, relative pronoun -l —Lage men B maa = Who — what
manmaa
_ Singular, masculine. demonstrative hadhaa — dhaa — .
NPrDSzM o Jaam 13— ol = . This — that
= pronoun - i dhaaka — dhaalika
haadhihi — haadhee
NPrDSgF | Singular, feminine, demonstrative pronoun| " |- dhih — dhv — tilka| This —that
— taaka — teeka
haadhani — dhaani
NprDDuM | Dual. masculine, demonstrative pronoun — dhaanika — This — that
hadhaini —dhaini
NprDDuP Dual, fenunine, demonstrative pronoun “ - d fma_mm - mm”__ _| This — that
—dlis taanika — haataini
NPtDP1 Plural, neutral, demonstrative pronoun - s olaaika- olaalika — Those
- Sl g - g T
olaaka
NNuCaSgM | Singular, masculine, cardinal number [y, arba’ Four
N.\luCaSgl—‘ Singular, feminine, cardinal number A arba’a Four
NNuOrSgM | Singular. masculine, ordinal number I raabi’ Fourth
SNuOrseF | Simgular e o e e e | __._.faabia_ | Fouh
NNuNaSgM | Singular, masculine, numerical adjective s=ly rubaa’y Of four
NNuNaSgF | Singular, feminine, numerical adjective iely rubaa’iva Of four
- Singular, masculine, nonunative, .o - .
NACSgMNI indefinite adjective RIS sa ‘vaum happv
. Singular, line, tive, indefinite L
NACSgMAI 1:._1@ '1:( masculine, accusative, indefini -y sa’ydan happy
adjective
- Singular, masculine, genitive, indefinite " Lo .
NACSgMGI adjective - sa’vdin happy
NACSeMND ’S;Jgulﬂr masculine, nominative, definite e alsa velu the happy
adjective -
NACSgNIAD %mg‘uhr masculine, accusative, definite e alsa’vda the happy
adjective -
NACSeMGD | Sigvlar, masculine, genitive. definite sl alsa'vdi the happy
adjective E
- . Singular, femi . native, indefinit I ;
NACSgFNI 1;;;;;; eminine. nominative, indefinite L sa’ydatun happy
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NACSgFAI ::;Eumllzre femunine. accusative, indefinite B sa ,,:I datan happy
NACSgFGI ::;f:,l:r& femunine, genitive, indefinite o sa'ydatin happy
NACSgFND ::;E;l:re feminine, nominative, definite S alsa’vdatu the happy
NAC SgFAD 3:].1‘;2;1:?& fenunine, accusative, definite 1) alsa j'n’am the happy
NACSgFGD 3:].15;1::1 fenumine, genitive, definite ) alsa 'ydati the happy
NACDuMNI ?;}:iﬁ}:sculinﬁ. nominative, indefinite e sa’vdan two happy
NACDuMAI ?;}:i:ri.}:sculine. accusative, indefinite s sa'ydain two happy
NACDuMGI Es;i:tﬁixuline. genitive, indefinite s sa‘'ydain two happy
NACDuMND ?s}:gﬁ}:scu]iﬂe. nomenative, definite S alkitaban the two happy
NACDuUMAD ?s}:h:zscu]inf. accusative, definite Cpptsd alsa’ydain the two happy
NACDUMGD ?;}:i:ri.}:sculine. gemitive, definite Cpptsed alsa ’_‘J.'n'a'}':".' the fwo happy
NACDuENI ?s}:gie_:nume: nominative, indefinite s sa'ydatan two happy
NACDuFAI ?[;;:ai?mme, accusative, indefinite e sa ‘vdatain two happy
NACDuFGI ?;}:i:rifnume, genitive, indefinite O sa 'vdatain two happy
NACDuFND Es;zi:ri'.f:nume: nominative, definite o alsa’ydatan the two happy
NACDUFAD | Dy e, sccusative, defiite S alsa’vdatain  |tbe two happy
SRCRUFOD D e e e e w e FET e aa b S SR | e by
NACPIMNI :é];;.ih;;asculme_ nonunative, mdefinite sa'vdoon happy
NACPIMAI :é;:i:;‘?“ulm& accusative, indefinite s sa t‘j.'(i"eeﬂ happy
NACPIMGI | fyite) maseline, geniive. mdeiuie e sa’ydeen happy
NACPIMND | 7%, mesculive, nominative, definie s alsa’ydoon the happy
NACPIMAD :é?;i:;;fsc“liﬂe- accusative, definite - alsa ’_}'areer.‘ the happy
NACPIMGD | Fjereh, fiesculise. geaitive. defisite e alsa’ydeen the happy
NACPIENI :élj\;?:;j:mmue: nominative, indefinite el sa ).’.' daatun happy
NACPIFAI :élj\;'i:;f:nﬁmne: accusative, indefinite s sa ).’.' daatan happy
NACPIEGI :é]j:.ﬁ;j:mimue: genitive, indefinite, T sa’vdaatin happy
NACPIFND :é?:::;f:mmue: nominative, definite Sy alsa’ydaatu the happy
NACPIFAD | [ife} e, accusaiive, defiaite iy alsa’vdaara | the happy
NACPIEGD :é]j:ihjsnnmue: genitive, definite il alsa vdaati the happy
VPsel First person, singular, neuter, perfect verb T4 kasartu I broke
VPSg2M E:f;;?f:;cn' singular, masculine, g4 kasarta You broke
VPSg2F f::baud person. singular, feminine_ perfect s kasarti Vou broke
VPSe3M -E_[‘h-ﬂiﬂ person, singular, masculine, perfect L kasara He broke
VPSe3F I'].\In'd person, singular, feminine, perfect e kasarat She broke
" UPDU2 | Second person, dual nevter petectveth | ers | Kasarman | Cob R |
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VPDu3IM Third person, dual, masculine, perfect verl (.9 kasaraa HE'DIE:DJ
VPDu3F Third person, dual, feminine, perfect verb 1 kasarataa Thg';i:m]
VPPl First person. plural, neuter, perfect verb RS kasarnaa We broke
VPPM  |Secondperson phural, masculine, periect i 0 kasartum You broke
VPPIF | Second person, phual, femuaune, perfect s Fasartunna You broke
VEPIBM _I:idpe:san: plural, masculine, perfect | kasaroo They broke
VPPI3F | [urd person. plusal. feminine, perfect o kasarna They broe
VISell Fusr pe:scin: lsmgulﬁ.r, neuter, indicative, g alesivn I bresk
= imperfect verb
S First person, singular, neuter. subjuactive, L .
VIsgls imperfect verb P aksira T break
o First person, singular, neuter, jussive, e -
VIsgll imperfect verb P aksir I break
T Second person, singular, masculine, P - - n
VISg2MI | i dicative, imperfect verb H taksiru You break
T - | Second person, singular, masculine, © . - i
VISg2MS cubjunctive, imperfect verb P taksira You break
VISg2aM | Second person. singular, masculine, gw taksir You break
jussive, imperfect verb
r Second person. singular, feminine, . . r
TSe? : s 5 ; :
VISg2FI indicative, imperfect verb s faksiryna You break
o - Second person. singular, feminine, . . .
VISg?FS subjuactive, imperfect verb PN taksir You break
VISe2F] Secaud pe_rsc.n_ singular, feminine_ jussive, 25 taksiry Y ou bresk
= imperfect verb -
o Third person, singular, masculine, " ) . )
VISg3MI indicative, imperfect verb e vaksiru He breaks
o angc | Third person, singular, masculine, " I !
VISg3MS subjunctive, imperfect verb e vaksira He breaks
- Third person, singular, masculine, jussive, e ) . _
A ISg?rI\-’I.T imperfect verb P Al alsir He breaks
r Third person. singular, feminine, . - .
VISg3FI indicative, imperfect verb - taksiru She breaks
VISg3Fs ; pe:.'-',.a:uf singular, ?emmme,. P taksira She breaks
= subjunctive, imperfect verb
o Third person, singular, feminine, jussive, . - .
WVBSH wpeteetven L kst e ]
- Second person, dual, neuter, indicative, . . . .
7 3 : ; 2 ol -
VIDu2I imperfect verb o taksiraani You break
e Second person, dual, neuter. subjunctive, ™ . . N
VIDu2s ; | s taksiraa You break
imperfect verb
- ; Second person, dual, neuter, jussive, e . . A
VIDu2T imperfect verb | juls taksiraa You break
VIDu3MI | pe:'-;_ou:. dual, masculine, indicative, e vaksiraani They break
imperfect verb .
, -~ | Third person. doal, masculine, e ) . i )
VIDu3MS subjunctive, imperfect verb | s vaksiraa They break
; Third person. dual. masculine, jussive, e ) . _ A
VIDu3iMJI imperfect verb (g vaksiraa They break
VIDu3FI ?[huﬂper-;_on:. dual. feminine. indicative, s vaksiraan They break
imperfect verb .
. - Third person, dual, feminine, subjunctive, e ) . ) N
VIDu3FsS imperfect verb | s vaksiraa They break
- Third person, dual, feminine, jussive, e ) . _ A
SRt o3 YONTUUURON TR POROTN N oo B oot
. First person, plural. neuter, indicative, o . e
VIPILI imperfect verb L naksiru We break
1 " First person, plural, neuter, subjunctive, o . .
VIP11S imperfect verb L naksira We break
VIPILT fi.rst person, plural, neuter, jussive, s naksir We break
imperfect verb
. Second person, plural, masculine, e . - N
VIPIZMI indicative, imperfect verb Lans taksiroon You break

66



Hindi Tagset

Table 18: Tagset for Hindi Ianguage.e.

Main Category Sub category Example

Noun Noun Boy, river, thought, hardness
Location Up, down, front, back
Compound

Proper noun Compound RAM, BJP

Pronoun Who, that, he, the boy who

Verb Verb finite main He drinks, the boy is
Auxiliary Has
Nonfinite adjectival Eating
Nonfinite adverbial After eating, drinking
Nonfinite nominal Drinking

Adjective

Adverb. Slowly, fast

Postposition By, for

Particle Pt st

Conjunct And, or , that

Question words What, how

Quantifer More, little, all, much

Number quatifier Third, three

Intensifier Too much, much more

Negative No, not

Interjection

words

Special

® A part of speech tagger for Indian languages, available at http:/shiva.iiit.ac.in/SPSAL2007
/iiit_tagset_guidelines.pdf




Tagset of Penn Treebank
Table 19: Pen TreeBank tagset for English7

Category Sub category

Coordinating
conjunction

Cardinal number

Determiner

Existential there

Foreign word

Preposition or
subordinating

conjunction

Adjective Comparative, superlative

List item marker

Modal

Noun Singular, plural, proper singular, proper plural

Pre-determiner

Pronoun Personal , possessive

Adverb Comparative, superlative

Particle

Symbol

To

Interjection

Verb Root, past tense, gerund, past participle, non-3" person singular
present, 3" person singular present

Question words Wh-determiner, wh-pronoun, possessive wh-pronoun, wh-adverb

Punctuation marks

7 The information about Penn TreeBank is taken from the following document: http://www.ling.ohio-
state.edu/~dm/02/spring/795K/casden-treebank-4up.pdf
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